


The elephant symbolises a big download, 

commonly referred to as an ”elephant flow”, 
which blocks the link with its bulk so every- 

thing has to wait behind it. 

The mice are smaller flows, such as web 
pages, that take up little space but should be 

able to move freely. Through better queue 

management, the mice are guided around  

the elephant, so they don’t have to wait;  

and interactivity is restored. 

The penguin is Tux, the Linux mascot, who 

stands at the bottleneck and directs traffic 
onto the right path.
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barriers and look for solutions.
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found: The bufferbloat phenomenon of excessive queueing latency, the 
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processing in an operating system. In each of these areas we present solutions 
that significantly advance the state of the art.
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the Flent test tool, developed to support the measurements performed in the rest 
of the thesis.
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Abstract
The topic of this thesis is the performance of computer networks. While net-
work performance has generally improved with time, over the last several years
we have seen examples of performance barriers limiting network performance.
In this work we explore such performance barriers and look for solutions.

The problem of excess persistent queueing latency, known as bufferbloat,
serves as our starting point; we examine its prevalence in the public internet,
and evaluate solutions for better queue management, and explore how to
improve on existing solutions to make them easier to deploy.

Since an increasing number of clients access the internet through WiFi
networks, examining WiFi performance is a natural next step. Here we also
look at bufferbloat, as well as the so-called performance anomaly, where stations
with poor signal strengths can severely impact the performance of the whole
network. We present solutions for both of these issues, and additionally
design a mechanism for assigning policies for distributing airtime between
devices on a WiFi network. We also analyse the “TCP Small Queues” latency
minimisation technique implemented in the Linux TCP stack and optimise its
performance over WiFi networks.

Finally, we explore how high-speed network processing can be enabled in
software, by looking at the eXpress Data Path framework that has been gradu-
ally implemented in the Linux kernel as a way to enable high-performance
programmable packet processing directly in the operating system’s networking
stack.

A special focus of this work has been to ensure that the results are car-
ried forward to the implementation stage, which is achieved by releasing
implementations as open source software. This includes parts that have been
accepted into the Linux kernel, as well as a separate open source measurement
tool, called Flent, which is used to perform most of the experiments presented
in this thesis, and also used widely in the bufferbloat community.

Keywords: Bufferbloat, AQM, WiFi, XDP, TSQ, Flent, network measure-
ment, performance evaluation, fairness, queueing, programmable packet pro-
cessing
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1 Introduction
Internet usage is steadily increasing and our world is becoming increasingly
connected. At the same time, new applications place ever higher performance
requirements on the network, which must support both high bandwidth and
low latency. Latency in particular has become more important as applications
turn more interactive, and emerging applications such as augmented reality and
ubiquitous video conversations are only going to make this more important.

While network performance has increased significantly, and continues to
do so, over the last several years we have seen examples of performance barriers
limiting the network performance. One example of this is the bufferbloat
phenomenon, which is a term coined to describe the effect that occurs when
a network bottleneck is congested and large buffers fill up and do not drain,
thus inducing a persistent queueing delay that can be much larger than the
path round-trip time [1, 2]. Excessive queueing delay is by no means a new
phenomenon, but even so, bufferbloat has been found to be widespread in
deployed systems, thus forming a practical performance barrier.

In this thesis we will explore such performance barriers, and look for ways
to remove or mitigate them. Bufferbloat serves as our starting point. An
online community has formed around the need to develop technical solutions
to mitigate bufferbloat,1 and the work in this thesis should be seen in the
context of this community effort, which I have taken part in over the last
several years.

The bufferbloat effort has been focused on last-mile access networks, where
bufferbloat has been both extremely prevalent, but also fixable due to cheap
home routers that can have their firmware replaced. Replacing the router firm-
ware makes it possible to apply state of the art queue management algorithms
on the bottleneck link connecting the home to the internet. The efficacy of
such queue management solutions is one of the topics we examine in this
work.

As we improve the access link itself, and as bandwidths increase, the new
bottleneck link, and source of performance barriers, becomes the WiFi link.
Thus, exploring the performance of WiFi networks is a natural extension of
the bufferbloat work. It turns out that WiFi network performance suffers not
only from bufferbloat, but also from the so-called performance anomaly, where
stations with poor signal strengths can severely impact the performance of the
whole network. We explore a range of performance issues with WiFi networks
and present solutions for them.

Both the solutions for bufferbloat and the improvements to WiFi networks
are characterised by being enabled by malleable open source software imple-
mentations which can be inspected and improved upon. This has been possible
in the relatively low-speed home network devices where CPUs can keep up
with the packet rate. However, for truly high-speed networking (going into
tens and hundreds of gigabits per second), programmable packet processing
has been out of reach until quite recently. Now, not only is special-purpose

1See https://www.bufferbloat.net.

https://www.bufferbloat.net
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networking hardware gaining programmability, general-purpose computers
are also beginning to reach a level of performance where they can realistically
process packets at the 100-Gbps level. The software architecture of common
operating systems forms a bottleneck when trying to achieve such speeds,
which is the last barrier that we explore solutions to in this work. Specifically,
we look at the eXpress Data Path framework that has been gradually imple-
mented in the Linux kernel over the last several releases, which we describe
and evaluate in detail.

This thesis explores the performance barriers mentioned above, in the form
of the nine appended papers. Before we get this far, though, we will first set the
stage and present some context. This is the role of this introductory summary,
the rest of which is structured as follows: Section 2 (below) outlines the main
research objective we are pursuing in this thesis. Section 3 contains a short
background primer on the subject areas we touch upon, and summarises related
work. Section 4 outlines our research questions and Section 5 outlines the
main contributions of this thesis. Section 6 relates the work to the traditions
of the field of computer science and Section 7 presents a short summary of the
appended papers. Finally, Section 8 concludes and outlines future work.

2 Research objective
The overarching research objective of this work is to improve network per-
formance by exploring specific performance barriers in modern real-world
networks, and developing ways of removing them. We use the bufferbloat
phenomenon as a starting point for this exploration and continue into several
related areas. In particular, we are interested in the following:

1. Improving the understanding of the specific manifestations of bufferbloat
and of its prevalence in the internet.

2. Evaluating the efficacy of existing solutions for bufferbloat, and identify-
ing ways to optimise them for deployment in edge networks.

3. Addressing bufferbloat in WiFi networks and exploring other related
performance problems and their solutions.

4. Exploring solutions for removing the performance barrier posed by the
operating system in software packet processing systems.
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3 Background
This section provides some background on the subject areas of this thesis.
Section 3.1 outlines the previous work on bufferbloat assessment and mitiga-
tion; Section 3.2 gives an overview of the operation of 802.11 WiFi networks,
and outlines previous work on network performance in the WiFi space; and
Section 3.3 outlines previous work on high-performance packet processing in
software.

3.1 Bufferbloat and its mitigation
While bufferbloat is straightforward to demonstrate in a lab setting, there
has been some argument over how widespread it is in the real world. Due
to its distributed nature, no one has a global view of the internet, so one is
limited to analysing data from a subset of the network. This can be done
either by generating measurement traffic to look for specific behaviour (active
measurements), or by capturing traffic at a specific point in the network and
trying to infer path characteristics from that (passive measurements).

Several studies based on both active and passive measurements have been
performed, with various focus areas. Examples of large scale studies that
include latency measurements are [3], which uses 130,000 tests from the
Netalyzr test suite to measure queueing latency; [4], which uses data from
the BISMark and SamKnows measurement platforms to measure baseline and
under-load latency; and [5], which also uses BISMark data (as well as other
sources) to measure broadband performance in South Africa. Smaller scale
active measurements are described in [6], where active probing of residential
hosts is used to measure network connections; in [7], which is specifically
targeted at assessing queueing latency; and in [8, 9], both of which use clients
under the experimenters’ control to measure bufferbloat in cellular networks.
Fewer passive measurement studies specifically look at latency, but a few
examples can be found, e.g. [10, 11], both of which employ captures taken at a
network edge for their analysis.

Several of the studies mentioned above find examples of latency increases
over the baseline, but few of them specifically discuss bufferbloat as a possible
cause. In Paper I we seek to contribute to the discussion, by exploring specific-
ally how latency varies over time in the internet, and how much of this can be
attributed to bufferbloat, with the data available.

Turning to bufferbloat mitigation procedures, the problem of unmanaged
FIFO queues and their impact on latency has been known for a long time,
and the introduction of Active Queue Management (AQM) has been known
to be an effective way of reducing delays, if deployed correctly. The most
well-known classical AQM algorithm, Random Early Detection (RED) [12],
is more than two decades old, and its successor, Adaptive RED (ARED) [13],
is over fifteen. Package scheduling algorithms, which can also help mitigate
queueing latency, have even older well-known examples, such as the Stochastic
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Fairness Queueing (SFQ) algorithm [14], and other fairness queueing al-
gorithms that schedule individual flows to ensure fairness between them.

Many other algorithms have been proposed over the years [15], however
few have seen widespread deployment in the internet. This is mostly due to
the difficulty of tuning the algorithms, and the adverse effect they can have on
performance if configured incorrectly [16]. And so, for many years no easily
deployable queue management techniques were readily available.

As the bufferbloat issue started receiving increased attention, however,
we started seeing a resurgence of interest in developing algorithms that can
effectively control queues without requiring extensive tuning. And so, a
number of new algorithms appeared: Controlled Delay (CoDel) [17] and
Proportional Integral controller Enhanced (PIE) [18] are both new AQM
algorithms, while FQ-CoDel [19] combines the CoDel AQM with a fairness
queueing scheme and an optimisation for improving the latency of “sparse”
flows (i.e., flows that don’t use a lot of bandwidth). These algorithms are the
focus of the evaluation presented in Paper II.

To supplement the experimental evaluation of different queueing algorithms,
an analytical approach can be useful to explore specific performance character-
istics of an algorithm. There have been examples of this, such as that performed
for the Shortest Queue First (SQF) algorithm by its authors in [20], or for the
Quick Fair Queueing (QFQ) algorithm in [21]. Another example of such an
analytical approach is the analysis of the number of active flows in a fairness
queueing system that is provided in [22]. However, no such analysis has
been performed for the new queue management algorithms discussed above.
Remedying this is the subject of Paper III.

While effective algorithms for controlling bufferbloat are certainly ne-
cessary to solve the problem, they are not themselves sufficient. A queue
management algorithm is only effective if it is in control of the bottleneck
queue. This can be achieved by eliminating queues in lower layers, such as has
been achieved in Linux for Ethernet drivers [23]. If this is not possible, the
bottleneck queue can be moved through the use of a bandwidth shaper. The
most common way to do this is by a token bucket-based shaper (e.g., [24]), or
by a rate-based shaper (e.g., [25]). Integrating bandwidth shaping with a queue
management algorithm complicates deployment, which can be a barrier to
adoption. Exploring how to improve on this situation is the topic of Paper IV.

3.2 The 802.11 WiFi standards
The IEEE 802.11 standards [26] are a series of documents that describe the
physical and MAC layers of the wireless network protocol that is commonly
known as WiFi. The protocol acts like a virtual Ethernet link, but because
the radio waves are propagating through a shared medium, there are several
important differences in how the protocol operates. In this section, we sum-
marise the main operational principles of the 802.11 WiFi MAC. We omit the
physical layer and focus on the 802.11n revision of the specification, which
is what we have used in Paper V and Paper VI. The newer 802.11ac revision
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mainly differs at the physical layer, and in some constants (such as the max
aggregation size) at the MAC layer. The overall operational principles are
almost identical between 802.11n and 802.11ac.

When a node in a WiFi network (or “station”, as non-access point nodes
are typically called) has data to send, it will first attempt to determine whether
or not the channel is free, by listening for other transmissions. If it determines
that no other devices are currently transmitting, it will wait a random amount
of time (in the order of several microseconds), and then begin transmitting its
data frame. After transmission has completed, it will wait for the receiving
device to acknowledge the transmission. If no acknowledgement is heard,
the sender will assume that a collision occurred (i.e., that another sender
transmitted at the same time and the transmissions interfered with each other
and were lost), and so will initiate another, longer, random wait period, before
the procedure is repeated. This mechanism of arbitration for the opportunity
to send is known as the 802.11 Distributed Coordination Function (DCF).
The standard additionally specifies several possible transmission rates (with
corresponding physical encodings of the data), and leaves it up to the devices to
pick the best rate for a given transmission opportunity, based on the observed
signal-to-noise ratio at the time of transmission.

The main advantage of the DCF is that it does not require a central
coordinator in the network. However, this comes at a cost: The random
back-off periods can lead to inefficiency in the network (i.e., periods of time
in which the channel is entirely idle). To limit the overhead of the DCF,
aggregation has been introduced into the MAC protocol, allowing several
data packets to be sent at once when a device gets a chance to transmit. The
standard specifies a maximum size and a maximum transmission time for
aggregates, but not how devices should build aggregates. From a queueing
latency perspective, however, it is clear that some amount of queueing is
necessary in order to have enough packets ready to build a reasonably sized
aggregate when given a chance to transmit. The introduction of aggregation
also makes the transmission bursty (there will be periods of no data being
transmitted, followed by short bursts of several packets when an aggregate
is formed). This introduces its own challenges for a low-latency queueing
structure, as we will see in Paper V.

Another fundamental property of the DCF is that it gives each device on
the network the same probability of winning the contention for the medium,
and thus being able to transmit. However, this is independent of the time each
device spends transmitting when it gets a chance. Since the transmission rate
can vary over a large interval in the same network, one station transmitting at
a low rate can take up a large fraction of the total transmission time, and so
effectively limit the throughput of all stations in the network, which hurts the
aggregate efficiency of the network as a whole. This phenomenon is known as
the 802.11 performance anomaly [27].

The final property of WiFi networks worth mentioning here is the Quality
of Service (QoS) standards defined by the 802.11e document in the 802.11
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standards series. This specifies that a station can transmit data in different prior-
ity tiers depending on their QoS markings. There are four QoS levels, labelled
(in decreasing priority order) as Voice, Video, Best Effort and Background.
The standard specifies different constants for the DCF for each QoS level, giv-
ing the higher priority levels a higher probability of winning the contention
for the transmission medium. The standard also specifies different aggregation
size limits on the different QoS levels, which in theory prevents abuse by trad-
ing higher contention win probability for lower maximum throughput (due to
the lower aggregation). From a latency perspective, the QoS mechanism can
in theory be a big win, but unfortunately there are no agreed-upon standards
for how to assign QoS levels to different traffic flows, and implementations
tend to be bug-ridden, significantly lowering the usefulness of this feature of
the standard.

While there is nothing fundamental in WiFi stating that queues cannot
be managed to avoid excess queueing latency, there is little in the literature
that deals with this aspect of the problem. A few examples of work that
do treat queueing latency in WiFi networks are [28], which features a WiFi
component in a larger evaluation of bufferbloat mitigation techniques; [29],
which looks at buffer sizing issues in WiFi networks; and [30], which touches
upon congestion in the WiFi hop and uses different queueing schemes to
address it, but in the context of a centralised solution that also seeks to control
fairness in the whole network. However, none of these studies provides a
solution at the WiFi hop itself.

The performance anomaly, on the other hand, has been studied extensively,
and several solutions have been proposed, falling roughly into three categor-
ies: Those that modify the back-off parameters of WiFi nodes to achieve
fairness [31–34], those that change the transmission size [35–37], and those
that employ a scheduler at the access point [38, 39]. However, most of the
solutions have never made it to actual implementations, whether because the
implementation has never left the simulation stage, or because the approach
has other tradeoffs that make them impractical to implement. This means
that the performance anomaly is still very much present today, as we show in
Paper V.

The decentralised nature of WiFi also means that it lacks protocol support
for enforcing policies on resource usage (notably airtime usage), which would
otherwise be an obvious way to increase performance for some applications,
especially in contested scenarios. There are, however, some attempts at apply-
ing policies to WiFi networks [40–42] but none of them are at a state where
they can realistically be deployed on today’s networks. Some enterprise access
points do offer features related to airtime fairness and policy configuration [43],
but being a proprietary system, not much information is available for study
of the mechanisms involved. How to design a workable policy enforcement
mechanism for WiFi is discussed in Paper VI.
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3.3 High-performance software packet processing
Packet processing in the network has historically been limited to the most
basic operations, simply because high traffic volume means very tight bounds
on the time spent processing each packet. However, as hardware becomes more
capable, and costs drop, it becomes increasingly feasible to perform advanced
processing as part of the data path. This has lead to an increasing demand for
programmable capabilities in networking hardware. One example of this is
the advent of of programmable hardware devices, such as the NetFPGA [44],
which enables custom packet processing on specialised hardware, by exposing
an API that makes it possible to run arbitrary packet processing tasks on the
FPGA-based dedicated hardware. Another example is the P4 language [45],
which seeks to extend this programmability to a wider variety of packet
processing hardware.

However, even though specialised hardware has gained data plane program-
mability, it still cannot match the flexibility and low cost of common off-the-
shelf (COTS) hardware. Several packet processing systems running on COTS
hardware have appeared over the last several years. Examples of this include
applications performing single functions, such as switching [46], routing [47],
named-based forwarding [48], classification [49], caching [50] or traffic gen-
eration [51]. They also include more general solutions which are highly
customisable and can operate on packets from a variety of sources [52–57].

One challenge with using COTS hardware, is that in order to achieve
high performance it is necessary to remove any bottlenecks between the
networking interface card (NIC) and the program performing the packet
processing. Since one of the main sources of performance bottlenecks is the
interface between the operating system kernel and the userspace applications
running on top of it (because of the high overhead of a system call and
complexity of the underlying feature-rich generic networking stack in the
operating system), low-level packet processing frameworks have to manage
this overhead in one way or another. The approaches taken to this fall into
three broad categories: (a) implementing parts of the application as a module
inside the kernel itself, with examples such as the Open vSwitch [57] virtual
switch and the Click [55] virtual router framework; (b) providing an interface
for userspace to access packet data with lower overhead than with traditional
sockets, such as in PF_RING [58], the Packet I/O engine that is part of
PacketShader [47] or the Netmap [59] framework, as well as special-purpose
operating systems such as Arrakis [60] and ClickOS [61]; or (c) bypassing the
kernel entirely and handing over control of the networking device directly
to userspace, where examples include the PF_RING ZC module [62], the
hardware-specific Solarflare OpenOnload [63] or, most prominently, the
DataPlane Development Kit (DPDK) [64].

Each of the three categories of solutions have different drawbacks and
tradeoffs, and while all of them offer better performance than the regular oper-
ating system network stack, the relative performance of each solution varies
widely. The highest raw performance numbers are seen with kernel bypass
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solutions, of which DPDK represents the state of the art. DPDK is com-
monly used with higher-level processing frameworks such as Cisco’s VPP [54],
which offers a programming model that helps maximise performance for many
applications.

Because kernel bypass solutions need direct access to the hardware to
achieve the high performance numbers, it is difficult to integrate with sys-
tems where the kernel plays a dominant role in resource abstraction and
isolation, such as container-based and virtualised workloads. A different solu-
tion, that allows more fine-grained integration into the operating system, has
been developed by the Linux kernel community over the last several years.
This solution is called XDP, but has been lacking a high-level architectural
description. Remedying this lack is the topic of Paper VIII.
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4 Research questions
In order to achieve the overall research objectives outlined in Section 2, we
formulate the following research questions that we seek to answer in this work:

1. How bloated is the internet?
Before one can address a problem, one must first be aware that it exists.
In particular, before spending the considerable resources required to
deploy upgrades to the edge of the internet (with its billions of connected
devices), one must be convinced of the gain. While the bufferbloat
problem can be easily demonstrated in a lab, there has been some debate
over how prevalent it is in the real world (as discussed in the previous
section). Since no one has a global view of the internet, finding the right
answer is no trivial task. However, we can make a dent in the problem
by analysing the data we do have available, and by looking at smaller
scale representative slices of the network. In this work we set out to do
just that, and thereby further the understanding of the problem.

2. Can we solve bufferbloat by smarter queue management?
Knowing that there is a problem to be solved, one naturally starts
looking for solutions. In the previous years, several possible solutions
to the bufferbloat issue have been proposed, often in the form of queue
management and packet scheduling algorithms that seek to ensure low
latency even when a link is heavily loaded.
However, such algorithms are often evaluated only by their inventors, in
scenarios that reflect the design goals of the algorithms. Thus, comparat-
ive studies of several algorithms are needed to fully assess their relative
efficacy. We set out to provide such a comparison, thereby answering the
question of how well the bufferbloat issue can be resolved today. This
experimental comparison clearly shows that the FQ-CoDel algorithm
can offer tremendous performance benefits, especially for low-rate flows
that do not build a large queue themselves. We seek to examine this in
more detail by supplementing our experimental results with an analysis
of the conditions under which flows can benefit from the low latency
guarantees of the algorithm, and what exactly those guarantees are.
Finally, we seek to improve the deployment aspects of new bufferbloat
solutions. An important aspect of this is ease configuration, especially
in devices at the edge of the internet, where the problem tends to
be worse. Often, several different parts, such as queue management
and bandwidth shaping, need to be integrated into a solution before it
becomes deployable. To ease such deployment, we seek to develop a
solution that integrates state of the art algorithms into an easy to deploy
solution for bufferbloat at the network edge.
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3. How can we improve the performance of WiFi?
As explained in the previous section, two major performance issues
affect modern WiFi networks: The bufferbloat issue, and the perform-
ance anomaly. We set out to find workable solutions for both these
issues, using the Linux kernel as our example platform. In addition,
we set out to explore how these solutions can be used to implement
another performance-enhancing feature: Policy-based airtime assign-
ment to devices on a WiFi network. Finally, we set out to improve the
way WiFi networks interact with other bufferbloat mitigation solutions
implemented in Linux, focusing on the TCP Small Queues optimisation
in the TCP stack.

4. How can we integrate high-performance programmable packet processing
into the operating system?
As outlined in the previous section, while several solutions for high-
performance packet processing exist, to avoid the performance penalty
imposed by interacting with the operating system kernel for every
packet, they all either heavily modify the operating system, or bypass it
entirely. However, this limits flexibility in packet processing and makes
it harder to integrate it into a mixed environment where applications
relying on the regular operating system environment is also present. We
seek to investigate how the performance barrier of the operating system
can be lifted, allowing programmable packet processing to be integrated
into the operating system in a cooperative way.
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5 Contributions
The main contributions of this work are the following:

1. A better understanding of the magnitude of bufferbloat in the internet
We contribute to a better understanding of bufferbloat and its magnitude
in the internet. We do this by combining a large scale active measurement
dataset from the public internet with a smaller scale passive measurement
dataset from an internet service provider access network. We show that
significant latency variation occurs, with large differences between re-
gions, but negligible development over time, despite consistent increases
in bandwidth over the same time span. In addition, we use the observed
variation in latency as a way to quantify excess latency, and combine it
with a novel approach to identify bufferbloat from TCP RTT samples,
which we employ on a subset of the data to show that at least some of
the latency variation can be attributed to bloat.

2. An evaluation of existing solutions for bufferbloat mitigation
We contribute an extensive experimental evaluation of several mod-
ern queue management algorithms in a Linux testbed setup, designed
to model a home network setup. This evaluation provides important
real-world performance data on modern queue management algorithms.
Our evaluation covers a range of simulated access network connection
speeds, as well as a WiFi bottleneck scenario. We show that modern
queue management algorithms can significantly reduce bufferbloat at
the access link; however, the tested AQM algorithms have some issues
with transient delay spikes as flows start up, and they exacerbate TCP
flow unfairness, while the tested fairness queueing algorithms provide
consistently low latency and almost perfect fairness. Our web and VoIP
application tests show that the improvements in latency afforded by
the algorithms translate to real-world application performance benefits.
Finally, we show that the algorithms are less effective on a WiFi bottle-
neck, due to buffering in lower layers of the operating system network
stack.

3. An analysis of the sparse flow behaviour of FQ-CoDel
Our evaluation of queue management algorithms clearly shows that the
FQ-CoDel algorithm achieves the lowest latency for many workloads,
because of its optimisation for prioritisation of flows that do not build a
queue, so-called “sparse flows”. We contribute to the understanding of
this mechanism by performing an analysis of which conditions a packet
flow must fulfil to be considered “sparse” by the FQ-CoDel queue
management algorithm, and thus given priority and low latency. We
combine analytical expressions derived from the algorithm description
with a numerical simulation, and formulate conditions that a flow needs
to fulfil to keep the “sparse” status, as well as expressions for the expected
latency of such a flow.
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4. An integrated queueing solution targeting home network gateways
We present an integrated queue management solution for home network
gateways. This solution, called CAKE, builds on the basic fairness
queueing design of FQ-CoDel, but adds several features are useful in a
home gateway. These features include traffic shaping, host-based fairness
queueing, DiffServ handling and TCP ACK filtering. Our evaluation
shows that these features provide compelling benefits for their respective
use cases. In addition, the integration of these features into a single
queueing discipline significantly eases deployment and configuration,
which is an important aspect of defeating bufferbloat in real-world
networks.

5. A solution for improving the performance of WiFi
We design and implement workable measures to resolve both the buf-
ferbloat issue and the performance anomaly in WiFi, using Linux as an
implementation platform. Our solution reduces latency in the stack
by an order of magnitude by improving queue management, and it
increases the efficiency of the network with up to a factor of five by
enforcing airtime fairness between devices. We have worked with the
Linux community to get our solution incorporated into the mainstream
Linux kernel, to make sure it is not just a theoretical solution, but rather
one that will find its way into deployed devices. Our solution builds on
state of the art queue management algorithms, and showcases new ways
of adapting these techniques to the WiFi domain.

6. An airtime policy enforcement system for WiFi
Building on our airtime fairness system for solving the performance
anomaly, we design and implement a solution for enforcing configurable
airtime policy assignment between stations in an infrastructure WiFi
network. This enables several interesting use cases, from a limited guest
network use case, to a full network slicing solution as is being discussed
for future 5G network environments. We implement the system in
Linux and show how it can be used to improve performance of real-
world applications.

7. An improvement to the TCP Small Queues mechanism for WiFi networks
The “TCP Small Queues” feature included in the Linux kernel limits
the size of the queue the TCP stack keeps for each flow, in order to
reduce queueing latency. We show that this has an adverse impact on the
performance of TCP over WiFi, because there is not enough data queued
to build aggregates at the WiFi MAC level. We analyse the magnitude of
this degradation and implement a solution which selectively tunes the
TCP Small Queues system when flow egress is over a WiFi link.



15

8. A description and evaluation of the eXpress Data Path programmable packet
processing system in Linux
The Linux kernel networking community have designed and imple-
mented the eXpress Data Path system in the Linux kernel over the last
several years. This system allows high-performance packet processing
to be integrated into the kernel in a cooperative way, increasing flex-
ibility compared to other systems, while retaining high performance.
We contribute a description of the architecture of the XDP system,
along with a thorough performance evaluation featuring both synthetic
benchmarks and real-world application examples. We make the case that
XDP presents a compelling tradeoff in terms of features, flexibility and
performance compared to other related systems.

9. A tool for automation and re-usability of experiments
In the course of answering the main research questions and developing
the contributions outlined above, we have developed and described a
testing tool that helps facilitate future experimental work, by making
tests repeatable and results sharable. The tool is called The FLExible
Network Tester (Flent), and contains several new features for easy data
exploration and automation of experimental work. Flent has shown
real-world utility and is widely used in the bufferbloat community.
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6 Research method
This thesis is written within the field of computer science, more specifically
in the area of computer networking. Computer science, in turn, is a part of
the broader field of computing. This field is quite diverse, but can be viewed as
being comprised of three different aspects, each drawing on different traditions,
namely mathematics, engineering and science [65]. In this section, we situate
the work presented in this thesis in the broader field of computing and these
three aspects that comprise the field.

The mathematical origins of computing are tied to the theoretical founda-
tions of the field, most notably the theory of computation and the question of
what can be computed. In addition, mathematical analysis and proof theory
plays an important role in many branches of computing. The engineering
aspect has also played a significant role throughout the history of computing,
simply because the practical realisation of computation (i.e., the building of
actual computers) has been an integral part of the development of the field.
Today, the engineering influences is most clearly seen in the term “software
engineering”. Finally, “computer science” is commonly used when naming
university departments (as is the case at Karlstad University), but determining
what exactly it is a science of has been the subject of quite some discussion.

As mentioned above, the research presented in this thesis concerns com-
puter networks and their function. It wasn’t long after the first computers
were built that it became evident that it was useful to have different com-
puters communicate with each other. This soon led to the development of the
Arpanet, which in turn has developed into the modern internet [66]. Today,
the internet has become such an integral part of society that many functions
cannot exist without it. Like the rest of the field of computing, networking
rests on the three legs of mathematical theory (e.g., queueing theory, distrib-
uted algorithms, etc.), engineering (the internet as a whole is by far the largest
and most complicated machine built by humankind) and science (where the
network itself can become the subject of study).

The research presented in this thesis contains elements of all three aspects
comprising the broader field. Mathematical analysis of an algorithm is the
primary focus of Paper III, and is also incorporated into Paper V, where it
serves to inform the design and implementation of the presented solution.

The engineering aspect is present in most of the work presented here.
Indeed, an important motivation of the work has been to ensure the ideas are
developed all the way to the point where they can be implemented in real
systems, and thus improve today’s networks. The primary avenue for this
has been open source software, most notably the Linux kernel. The solutions
developed in Papers IV, V, VI, VII and VIII are all included in the upstream
Linux kernel, or are in the process of being incorporated at the time of writing.
And the Flent tool presented in Paper IX is released as its own open source
project, and has been used in the bufferbloat community for years.

Finally, the aspect of scientific study is included where the functioning
of the network itself becomes the object of study. In networking, this is
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usually achieved in one of three ways: By simulation (where a computer
program will simulate an entire network and the packets flowing through
it), emulation (where the network is simulated, but interacts with, e.g., real
operating system network stacks) and experiments (where real networking
equipment and software is used in the experiments). All too often, new
concepts in networking are never developed past the simulation stage, which
means they languish unused and do not make it to the stage where they can be
deployed on the real internet. In addition, simulation is built on idealisations
which get ever further from reality as optimisations are added to networking
devices, often leading to very different behaviour than those assumed by the
simulation tools. To counteract this, the focus in this thesis is very deliberately
on the latter two kinds of study. Papers I and II are examples of this, while
many of the others include experimental studies as part of the evaluation.
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7 Summary of appended papers

Paper I – Measuring Latency Variation in the Internet

In this paper we examine two complementary datasets to assess to what extent
bufferbloat is a real problem in the internet. We do this by analysing latency
variation in a large-scale active measurement dataset from the Measurement
Lab Network Diagnostic Tool, combined with a passive measurement data set
from an access link.

The former dataset allows us to look at large scale trends, but because it con-
sists of data from active measurements performed over the public internet,
we can only use it to infer the potential for bufferbloat, not the frequency
with which it occurs. The other dataset is much smaller in scale, but is based
on passive measurements and comes from a network that has known path
characteristics. This means that we can make conclusions about what the data
shows with higher certainty. The combination of these two datasets allows us
to say something meaningful of the latency characteristics of the internet as a
whole.

We find that significant latency variation is present in both datasets. Addition-
ally, a more detailed analysis of a subset of the data shows that at least some of
it can be attributed to bufferbloat.

Paper II – The Good, the Bad and the WiFi

In this paper we evaluate a selection of bottleneck queue management schemes
in a test-bed representative of residential internet connections of both sym-
metrical and asymmetrical bandwidths as well as WiFi. Latency under load
and the performance of VoIP and web traffic patterns are evaluated under
steady state conditions. Furthermore, the impact of the algorithms on fairness
between TCP flows with different RTTs, and also the transient behaviour of
the algorithms at flow startup is examined.

We show that the tested AQM algorithms can significantly improve the steady
state performance, but that they exacerbate TCP flow unfairness and severely
struggle to contain queueing delay in transient conditions, such as when flows
start up. The tested fairness queueing algorithms, on the other hand, almost
completely eliminate these problems and give consistently low latency and
high throughput in the tested scenarios.

Finally, we show that all the tested algorithms perform worse on a WiFi bot-
tleneck because they are limited by significant queueing in lower layers of the
stack, and thus outside the control of the algorithms.
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Paper III – Analysing the Latency of Sparse Flows in the FQ-CoDel
Queue Management Algorithm

In this paper we analyse an aspect of the FQ-CoDel queue management
algorithm that has thus far not been well-explored: The conditions under
which a particular flow is considered “sparse”, and thus receives preferential
treatment by FQ-CoDel. We formulate a set of constraints that a sparse flow
must satisfy, and also formulate a set of expressions for the expected queueing
latency of sparse flows.

To verify the analytical expressions, we use a numerical example to show how
many of a given type of sparse flows (Voice over IP traffic) a given link can
support, and verify the analytical predictions in a numerical simulation. We
show that the number of sparse flows that a given bottleneck can service with
low latency is only dependent on the number of backlogged bulk flows at the
bottleneck. Furthermore, we show that as long as the maximum number of
sparse flows is not exceeded, all sparse flows can expect a very low queueing
latency through the bottleneck.

Paper IV – Piece of CAKE

In this paper we present the design and implementation of the CAKE queue
management algorithm, which is a comprehensive network queue management
system designed specifically for home internet gateways. CAKE is built upon
the FQ-CoDel hybrid AQM and flow queueing algorithm, but adds several
features targeted specifically at home gateways while being easy to configure
and deploy. These features include: bandwidth shaping with overhead com-
pensation for various link layers; reasonable DiffServ handling; improved flow
hashing with both per-flow and per-host queueing fairness; and filtering of
TCP ACKs.

Our evaluation shows that each of these features offer compelling advantages
for their respective use cases, giving CAKE the potential to significantly im-
prove the performance of last-mile internet connections. CAKE has been
accepted into the upstream Linux kernel and is included from Linux v4.19,
released in October 2018.

Paper V – Ending the Anomaly

In this paper we present workable solutions to both bufferbloat at the WiFi
link and the 802.11 performance anomaly. We implement a queueing scheme
in Linux that is based on FQ-CoDel and tightly integrated with the MAC
layer to solve the bufferbloat issue, and a scheduler-based solution to achieving
airtime fairness.

We formulate an analytical model for achievable 802.11n throughput with and
without airtime fairness and use that to evaluate our solution in combination
with a series of testbed experiments. We achieve an order of magnitude reduc-
tion in latency under load, large improvements in multi-station throughput,
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and nearly perfect airtime fairness for both UDP and TCP traffic. Further
experiments with application traffic confirm that our modifications provide a
significant performance gain for real-world traffic.

Paper VI – PoliFi

In this paper we present the design and implementation of PoliFi, an airtime
policy solution for WiFi. PoliFi builds on the previous work presented in
Paper V, but generalises the airtime fairness solution and adds a mechanism
for specifying policies for how airtime is assigned to different stations. In
addition, it includes a policy daemon that enforces the user-configured policies
in real time, and is able to implement a variety of useful policies. These
include prioritisation of specific devices; balancing groups of devices for sharing
between different logical networks or network slices; and limiting groups of
devices to implement guest networks or other low-priority services.

Our evaluation shows that that PoliFi successfully enforces the desired policies;
and we show how these can be used to improve the performance of a real-world
DASH video streaming application.

Paper VII – Adapting TCP Small Queues for IEEE 802.11 Networks

In this paper we examine the interactions between WiFi networks and the
TCP Small Queues (TSQ) mechanism that is a part of the Linux TCP stack
and is designed to keep queues small for TCP sockets originating on the local
machine. We show that the default settings for TSQ prevent enough data from
being buffered to properly utilise the packet aggregation mechanism in WiFi
links. We evaluate a range of tuning parameters for 802.11n and 802.11ac and
show that it is possible to double the throughput for 802.11n and increase it
by an order of magnitude for 802.11ac, with a negligible increase in queueing
latency.

Paper VIII – The eXpress Data Path

In this paper we describe the eXpress Data Path (XDP) programmable packet
processing framework that has been introduced into the Linux networking
stack over that last several years. XDP represents a novel approach to program-
mable packet processing, where the processing is integrated into the kernel
device drivers in a cooperative way, by way of an execution environment that
executes custom byte code which the kernel statically analyses for safety, and
translates into native instructions.

This approach allows user programs to selectively process some packets, while
letting the operating system networking stack handle others. In addition,
packet processing programs can make use of kernel features to perform certain
operations, and access state from both the networking stack, userspace pro-
grams and other parts of the kernel. Together, these features offer compelling
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advantages by enabling programmable packet processing without the all-or-
nothing approach imposed by user-space networking applications that need to
take over the networking device entirely.

Our evaluation shows that XDP achieves single-core packet processing per-
formance as high as 24 million packets per second. We also illustrate the
flexibility of the programming model through three example use cases: layer-3
routing, inline DDoS protection and layer-4 load balancing.

Paper IX – Flent

In this paper we present a tool designed to make experimental evaluations
of networks more reliable and easier to perform. This tool, called Flent,
works by composing well-known benchmarking tools to, for example, run
tests consisting of several bulk data flows combined with simultaneous latency
measurements. Tests are specified in source code, and several common tests are
included with the tool. In addition, Flent contains features to automate test
runs, and to interactively plot and explore data collected from experiments.
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8 Conclusions and future work
In this thesis we have explored a range of performance barriers that can limit
real-world network performance, and identified solutions for them. The first
such issue is bufferbloat, where we have contributed to understanding the
extent of the problem through an assessment of the magnitude of excess latency
in the public internet; performed a thorough evaluation of existing queue
management solutions targeted at mitigating bufferbloat; and analysed the
performance characteristics of the state of the FQ-CoDel algorithm in detail.
Following this, we have shown how deployment of bufferbloat solutions can
be made easier through the CAKE integrated queue management and traffic
shaping system.

Having identified WiFi networks as an area where existing bufferbloat
solutions fell short, we have designed and implemented a solution for buffer-
bloat tailored specifically to WiFi networks. In doing so, we identified several
other performance barriers in WiFi networks, that we also offer solutions for.
These include the 802.11 performance anomaly, the interaction between WiFi
networks and latency-reducing measures for TCP, and the lack of a mechanism
for airtime policy enforcement in WiFi networks.

Turning to a more general, but related, performance barrier in software-
based network processing, we have investigated how the overhead that the
operating system imposes on high-performance packet processing applications
can be reduced. We have contributed a description and thorough evaluation of
the Linux community’s answer to this problem, which allows integration of
packet processing programs into the networking stack in a cooperative way,
achieving both flexibility and high performance.

Finally, over the course of implementing our solutions for the research
problems, we have implemented a measurement tool designed to make exper-
imental evaluations of networks more reliable and easier to perform. This
tool is already widely used in the bufferbloat community, and can significantly
increase the quality and availability of sophisticated network measurements in
the future.

Looking forward, while the contributions presented here represent a signi-
ficant step forward, there are certainly still performance barriers that prevent
real-world networks from achieving their maximum performance potential.
In the bufferbloat space, the most significant road-block is no doubt the effort
needed to get the new technology deployed to the hundreds of millions of
existing devices all over the world, many of which have an upgrade cycle
measured in years. However, it is encouraging to see that awareness of the
problem is at least increasing, with prominent examples being deployment in
OS X,2 and the inclusion of a bufferbloat measure in more online speed tests.3

As far as WiFi performance is concerned, there are several areas that
warrant further study. Adopting the solutions presented here to the case

2https://lists.bufferbloat.net/pipermail/bloat/2018-September/008615.
html

3E.g., https://www.dslreports.com/speedtest and https://fast.com.

https://lists.bufferbloat.net/pipermail/bloat/2018-September/008615.html
https://lists.bufferbloat.net/pipermail/bloat/2018-September/008615.html
https://www.dslreports.com/speedtest
https://fast.com
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where more functionality is offloaded into hardware is one such issue; either
solutions have to be implemented in the hardware or firmware itself, or the
operating system-level solutions need to take potential queueing at lower
layers into account. Simultaneous transmission to multiple devices will likely
play an increasing role in future WiFi deployments, which means scheduling
algorithms need to be adapted to deal with the case where several queues need
to be serviced simultaneously. In addition, re-evaluating the 802.11e QoS
mechanism in the light of modern queueing mechanisms could be another
interesting area of inquiry. Finally, while the solutions we have seen so far
has been limited to single access point cases, it is quite probable that better
results could be achieved by cooperation between neighbouring access points
in a dense deployment scenario (which is becoming increasingly common as
WiFi becomes ever more ubiquitous).

The high-performance software packet processing space is perhaps the
most active of the subject areas we touch upon in this thesis. As we have
seen, there are several competing architectures being explored; and future
work includes adding features such as transport acceleration and full or partial
hardware offload. Finally, there are no doubt many application areas that will
benefit from the programmable capabilities enabled by frameworks such as
XDP in the future.

In conclusion, the work presented here represents a significant contribu-
tion to improving the performance of real-world networks today and in the
future. But it is clear that future improvements will continue to push the per-
formance envelope towards ever higher capacity, lower latency and ubiquitous
connectivity everywhere.
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Abstract

We analyse two complementary datasets to quantify the latency vari-
ation experienced by internet end-users: (i) a large-scale active measure-
ment dataset (from the Measurement Lab Network Diagnostic Tool)
which shed light on long-term trends and regional differences; and (ii)
passive measurement data from an access aggregation link which is used
to analyse the edge links closest to the user.

The analysis shows that variation in latency is both common and
of significant magnitude, with two thirds of samples exceeding 100ms
of variation. The variation is seen within single connections as well as
between connections to the same client. The distribution of experienced
latency variation is heavy-tailed, with the most affected clients seeing an
order of magnitude larger variation than the least affected. In addition,
there are large differences between regions, both within and between
continents. Despite consistent improvements in throughput, most regions
show no reduction in latency variation over time, and in one region it
even increases.

We examine load-induced queueing latency as a possible cause for the
variation in latency and find that both datasets readily exhibit symptoms
of queueing latency correlated with network load. Additionally, when
this queueing latency does occur, it is of significant magnitude, more
than 200ms in the median. This indicates that load-induced queueing
contributes significantly to the overall latency variation.

1 Introduction
As applications turn ever more interactive, network latency plays an increas-
ingly important role for their performance. The end-goal is to get as close as
possible to the physical limitations of the speed of light [1]. However, today
the latency of internet connections is often larger than it needs to be. In this
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work we set out to quantify how much. Having this information available is
important to guide work that sets out to improve the latency behaviour of the
internet; and for authors of latency-sensitive applications (such as Voice over
IP, or even many web applications) that seek to predict the performance they
can expect from the network.

Many sources of added latency can be highly variable in nature. This
means that we can quantify undesired latency by looking specifically at the
latency variation experienced by a client. We do this by measuring how much
client latency varies above the minimum seen for that client. Our analysis
is based on two complementary sources of data: we combine the extensive
publicly available dataset from the Measurement Lab Network Diagnostic
Tool (NDT) with a packet capture from within a service provider access
network. The NDT data, gathered from 2010 to 2015, comprises a total of
265.8 million active test measurements from all over the world. This allows
us to examine the development in latency variation over time and to look at
regional differences. The access network dataset is significantly smaller, but
the network characteristics are known with greater certainty. Thus, we can be
more confident when interpreting the results from the latter dataset. These
differences between the datasets make them complement each other nicely.

We find that significant latency variation is common in both datasets. This
is the case both within single connections and between different connections
from the same client. In the NDT dataset, we also observe that the magnitude
of latency variation differs between geographic regions, both between and
within continents. Looking at the development over time (also in the NDT
dataset), we see very little change in the numbers. This is in contrast to the
overall throughput that has improved significantly.

One important aspect of latency variation is the correlation between
increased latency and high link utilisation. Queueing delay, in particular, can
accumulate quickly when the link capacity is exhausted, and paying attention
to such scenarios can give insight into issues that can cause real, if intermittent,
performance problems for users. We examine queueing delay as a possible
source of the observed latency variation for both datasets, and find strong
indications that it is present in a number of instances. Furthermore, when
queueing latency does occur it is of significant magnitude.

The rest of the paper is structured as follows: Section 2 introduces the
datasets and the methodology we have used to analyse them. Section 3 discusses
the large-scale variations in latency over time and geography, and Section 4
examines delay variation on access links. Section 5 presents our examination
of load-induced queueing delay. Finally, Section 6 discusses related work and
Section 7 concludes the paper.

2 Datasets and methodology
The datasets underlying our analysis are the publicly available dataset from
Measurement Lab (M-Lab), specifically the Network Diagnostic Tool (NDT)
data [2], combined with packet header traces from access aggregation links of
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Table 1: Total tests per region and year (millions).

Reg. 2010 2011 2012 2013 2014 2015

AF 0.65 0.63 0.79 0.72 0.76 0.57
AS 7.79 7.45 6.55 5.75 5.83 4.57
EU 35.00 31.12 27.96 22.40 21.23 16.82
NA 11.70 8.51 7.90 7.01 7.06 8.00
SA 2.68 1.73 2.83 2.94 2.05 1.26
OC 1.33 1.33 0.79 0.55 0.65 0.57

Total 59.22 50.81 46.87 39.43 37.60 31.79

an internet service provider. This section presents each of the datasets, and the
methodology we used for analysis.

2.1 The M-Lab NDT data
The M-Lab NDT is run by users to test their internet connections. We use
the 10-second bulk transfer from the server to the client, which is part of the
test suite. When the test is run, the client attempts to pick the nearest server
from the geographically distributed network of servers provided by the M-Lab
platform. The M-Lab servers are globally distributed4, although with varying
density in different regions.

The server is instrumented with the Web100 TCP kernel instrumentation
[3], and captures several variables of the TCP state machine every 5ms of the
test. Data is available from early 2009, and we focus on the six year period
2010–2015, comprising a total of 265.8 million test runs. Table 1 shows the
distribution of test runs for the years and regions we have included in our
analysis.

Since the NDT is an active test, the gathered data is not a representative
sample of the traffic mix flowing through the internet. Instead, it may tell us
something about the links being traversed by the measurement flows. Looking
at links under load is interesting, because some important effects can be
exposed in this way, most notably bufferbloat: Loading up the link causes
any latent buffers to fill, adding latency that might not be visible if the link is
lightly loaded. This also means that the baseline link utilisation (e.g., caused
by diurnal usage patterns) become less important: an already loaded link can,
at worst, result in a potentially higher baseline latency. This means that the
results may be biased towards showing lower latency variation than is actually
seen on the link over time. But since we are interested in establishing a lower
bound on the variation, this is acceptable.

For the base analysis, we only exclude tests that were truncated (had a
total run time less than 9 seconds). We use the TCP RTT samples as our data

4See https://www.measurementlab.net/status/ for more information on the server
placements.

https://www.measurementlab.net/status/
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Figure 1: Delays computed from the TCP connection setup.

points, i.e., the samples computed by the server TCP stack according to Karn’s
algorithm [4], and focus on the RTT span, defined as the difference between
the minimum and maximum RTT observed during a test run. However, we
also examine a subset of the data to assess what impact the choice of min and
max observed RTT has on the data when compared to using other percentiles
for each flow (see Section 3.3).

2.2 The access aggregation link data
The second dataset comes from two access aggregation links of an internet
service provider. The links aggregate the traffic for about 50 and 400 clients,
respectively, and connect them to the core network of the service provider.
The traffic was captured passively at different times distributed over an eight-
month period starting at the end of 2014. The average loads on the 1Gbps
links were, respectively, about 200 and 400Mbit/s during peak hours. This
dataset is an example of real internet traffic, since we are not generating any
traffic.

We analyse the delay experienced by the TCP connection setup packets
in this dataset. The TCP connection setup consists of a three-way handshake
with SYN, SYN+ACK, and ACK packets, as illustrated in Figure 1.

For the purpose of this paper, we study the client side of connections
made to the public internet. That is, we study the path from the client, over
the access link, to the measured aggregation link. This allows us to examine
increased delays due to excess queuing in consumer equipment, and ensures
that the path we measure is of known length.

We examine the data for outgoing connections, i.e., connections that are
initiated from the access side and connect to the public internet, which means
we compute the round-trip delay between the SYN+ACK packet and the
first ACK packet in the three-way handshake. The variation in these delay
values is likely to be caused by queueing, since connection endpoints normally
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Figure 2: RTT values computed over individual flows. (a) Min and max RTT and the
span between them, for all flows. (b) Distribution of per-flow RTT span per continent
(2015 data). (c) Distribution of per-flow RTT span per country in Africa (2015 data for
countries with n > 10, 000).
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respond immediately. We also compute the instantaneous load at each sample
and examine the correlation between delay and load for a few clients.

2.3 Sources of latency variation
Naturally, the observed latency variation can have several causes [5]. These in-
clude queueing delay along the path, delayed acknowledgements, transmission
delay, media access delays, error recovery, paths changing during the test and
processing delays at end-hosts and intermediate nodes. For the main part of
our analysis, we make no attempt to distinguish between different causes of
latency variation. However, we note that latency variation represents latency
that is superfluous in the sense that it is higher than the known attainable
minimum for the path. In addition, we analyse a subset of each dataset to
examine to what extent queueing latency is a factor in the observed latency
variation.

We believe that the chosen datasets complement each other nicely and allow
us to illuminate the subject from different angles, drawing on the strengths of
them both. The NDT dataset, being based on active measurements, allows
us to examine connections that are being deliberately loaded, and the size of
the dataset allows us to examine temporal and geographic trends. The access
network dataset, on the other hand, has smaller scope but the examined path is
known; and so we can rule out several sources of delay and be more confident
when interpreting the results.

3 Latency variation over time and geography
In this section, we analyse the M-Lab NDT dataset to explore geographic
differences, and also look at the development of the RTT span over time. For
an initial overview, Figure 2a shows the distribution of the RTT span in the
whole M-Lab NDT dataset, along with the minimum and maximum RTTs it
is derived from. This shows a significant amount of extra latency: two thirds
of samples exceed 100ms of RTT span, with the 95th percentile exceeding
900ms.

3.1 Geographic differences
Figure 2b shows the RTT span distributed geographically per continent for the
2015 data. This shows a significant difference between regions, with the median
differing by more than a factor of two between the best and the worst region.
Looking within these regions, Figure 2c shows the per-country distributions
within Africa. Here, the heavy tail of latencies above one second affects
as much as 20% of the samples from the country with the highest latency.
These high latencies are consistent with previous studies of African internet
connections [6]. The data for Europe (omitted due to space constraints) shows
that the difference among European countries is of the same magnitude as the
difference among continents.
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Figure 3: Development over time of per-flow latency and throughput in the NDT
dataset. (a) Min RTT and RTT span, per year. (b) Per-flow average throughput, per
year. (c) The development in latency span over time for North America and Africa.
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3.2 Development over time
Figure 3a shows the minimum RTT and the RTT span for each of the years in
the dataset. While the minimum RTT has decreased slightly over the years, no
such development is visible for the span. This is striking when compared to
the development in throughput, which has increased consistently, as shown in
Figure 3b. Some of this increase in average throughput may be due to other
factors than increase in link capacity (e.g. protocol efficiency improvements).
Even so, the disparity is clear: while throughput has increased, RTT span has
not decreased, and the decrease in minimum RTT is slight.

Looking at this development for different continents, as shown in Figure 3c,
an increase in latency span over the years is seen in North America while
Africa has seen a consistent, but small, reduction in latency span over time.
This latter development is most likely due to developments in infrastructure
causing traffic to travel fewer hops, thus decreasing the potential sources of
extra latency.

3.3 Different measures of latency span
The way the NDT dataset is structured makes the per-flow min and max RTT
values the only ones that are practical to analyse for the whole dataset. To
assess what effect this choice of metric has on the results, we performed a
more detailed analysis for a subset of the data. Figure 4a shows the latency
span distribution for the data from August 2013 when using percentiles of the
per-flow RTT measurements ranging from 90 to 99 in place of the max. We
see that in this case the median measured RTT span drops to between 151ms
and 204ms, from 250ms when using the max — a drop of between 17% and
40%. It is not clear that the max is simply an outlier for all flows; but for those
where it is, our results will overestimate the absolute magnitude of the RTT
span. However, the shape of the distribution stays fairly constant, and using
the max simply leads to higher absolute numbers. This means that we can still
say something about trends, even for those flows where the max RTT should
be considered an outlier.

4 Latency variation in the access network
In this section we analyse the latency variation of TCP 3-way handshakes in
the access network dataset. Figure 4b shows the distribution of the per-client
RTT variation, computed as the span between the per-client minimum delay
and the respective percentiles of samples to that client. To ensure that we do
not mistakenly use a too low minimum delay value, only handshakes which
did not have any SYN+ACK retransmissions are considered when computing
the minimum.

For about half of the client population covered by the link shown in
Figure 4b, delay increases substantially over the minimum at times. For
example, 20% of the clients experience increased delays of more than about
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Figure 4: (a) Latency span for all flows in August 2013 when using different percentiles
to determine the max RTT. NDT dataset. (b) Client side round trip delay percentiles
over all clients relative to the minimum delay. A full day of the first aggregation link
in the access network dataset. (c) Distribution of the magnitude of detected queueing
delay, per year. Flows with detected queueing latency, NDT dataset.
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80ms, at least 5% of the time. The second link shows similar behaviour, but
has more clients that are affected by increased delay.

Another interesting feature of the data is that there is a significant difference
in the magnitude of the latency span depending on which percentile of latency
measurements one looks at. That is, if we consider the per-user 99th percentile
of latency rather than the 95th, suddenly more than half the users experience
latency variations in excess of 100ms for the first link, and more than 80%
for the second link. This underscores the fact that delay spikes can be a very
transient problem, but one that is of significant magnitude when it does occur.

Comparing with the NDT dataset, the analysis of the access link data
shows a lower frequency of latency variation, as well as a lower magnitude of
the variation when it does occur. However, both datasets show that significant
latency variation occurs for a considerable fraction of users. We attribute the
difference in magnitude to the difference in measurement methods: the NDT
measurements are taken while the link is deliberately loaded, while not all
measurements from the access network are taken from saturated links.

5 Examining queueing latency
As mentioned in Section 2.3, latency variations can have many causes, and
without having insight into the network path itself it can be difficult to
identify which are the most prevalent. However, experience from more
controlled environments (such as experiments performed to evaluate AQM
algorithms [7]) suggests that queueing delay can be a significant source. Due
to the magnitude of the variation we see here, we conjecture that this is also
the case in this dataset. To examine this further, in this section we present an
analysis of the queueing delay of a subset of the traffic in both datasets. We aim
to perform a conservative analysis, and so limit ourselves to tests for which it
is possible to identify queueing latency with high certainty.

5.1 Latency reductions after a drop
Our analysis is based upon a distinct pattern, where the sample RTT increases
from the start of a flow until a congestion event, then sharply decreases
afterwards. An example of this pattern is seen in Figure 5. This pattern is due
to the behaviour of TCP: The congestion control algorithm will increase its
sending rate until a congestion event occurs, then halve it. If a lot of packets are
queued when this happens, the queue has a chance to drain, and so subsequent
RTT samples will show a lower queueing delay. Thus, it is reasonable to
assume that when this pattern occurs, the drop in RTT is because the queue
induced by the flow dissipates as it slows down. So when we detect this sharp
correlation between a congestion event and a subsequent drop in RTT, we can
measure the magnitude of the drop and use it as a lower bound on queueing
delay.
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Figure 5: Example of the drop in RTT after a congestion event. The red cross marks
the congestion event.

We limit the analysis to flows that have exactly one congestion event, and
spend most of its lifetime being limited by the congestion window. Addi-
tionally, we exclude flows that are truncated or transfer less than 0.2 MB of
data. For the remaining flows, we identify the pattern mentioned above by
the following algorithm:

1. Find three values: first_rtt, the first non-zero RTT sample; cong_rtt, the
RTT sample at the congestion event; and cong_rtt_next, the first RTT
sample after the event that is different from cong_rtt.

2. Compute the differences between first_rtt and cong_rtt and between
cong_rtt and cong_rtt_next. If both of these values are above 40ms,5
return the difference between cong_rtt and cong_rtt_next.

We add a few minor refinements to increase the accuracy of the basic
algorithm above:6

1. When comparing first_rtt and cong_rtt, use the median of cong_rtt and
the two previous RTT samples. This weeds out tests where only a single
RTT sample (coinciding with the congestion event) is higher than the
baseline.

2. When comparing cong_rtt and cong_rtt_next, use the minimum of the
five measurements immediately following cong_rtt_next. This makes
sure we include cases where the decrease after the congestion event is
not instant, but happens over a couple of RTT samples.

3. Compute the maximum span between the largest and smallest RTT
sample in a sliding window of 10 data samples over the time period
following the point of cong_rtt_next. If this span is higher than the drop
in RTT after the congestion event, filter out the flow.

5The threshold is needed to exclude naturally occurring variation in RTT samples from the
detection. We found 40ms empirically to be a suitable conservative threshold: It is the lowest
value that did not result in a significant number of false positives.

6The full code and dataset is published at https://www.cs.kau.se/tohojo/
measuring-latency-variation/

https://www.cs.kau.se/tohojo/measuring-latency-variation/
https://www.cs.kau.se/tohojo/measuring-latency-variation/
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By applying the algorithm to the data from 2010 through 20147, we iden-
tified a total of 5.7 million instances of the RTT pattern, corresponding to
2.4% of the total number of flows. While this is a relatively small fraction of
the flows, in this section we have aimed to be conservative and only pick out
flows where we can algorithmically identify the source of the extra latency
as queueing delay with a high certainty. This does not mean, however, that
queueing delay cannot also be a source of latency variation for other flows.

Figure 4c shows the distribution of the magnitude of the detected queueing
delay. We see that this follows a similar heavy-tailed distribution as the total
latency variation. In addition, of those tests that our algorithm identifies as
experiencing self-induced queueing, a significant percentage see quite a lot of
it: 80% is above 100ms, and 20% is above 400ms. We see a downward trend in
the queueing delay magnitude from 2010 to 2012/13, with a slight increase in
2014.

Based on our analysis of this subset of the whole dataset, we conclude that
(i) queueing delay is present in a non-trivial number of instances and that (ii)
when it does occur, it is of significant magnitude.

5.2 Delay correlated with load
A network is more likely to exhibit queueing delay when it is congested. Thus,
delay correlated with load can be an indication of the presence of queueing
delay. When analysing the access network dataset, we identified several cases
where strong correlation between delay and load existed. In this section we
look at two examples of this behaviour.

Figures 6a and 6b show the correlation between client side delay and the
instantaneous outbound load during the 200ms just preceding each delay
sample. The sample period is one hour during peak time (20.30–21.30).

For the first client, we see two clusters of delay/load values, indicating
two kinds of behaviour. There is one cluster just under a performance ceiling
of 1Mbit/s, but with increased round-trip delays up to almost 200ms. This
behaviour clearly indicates a saturated uplink where the upstream bottleneck
limits the throughput and induces queueing latency. The other cluster is
centred around about 0.8 Mbit/s and 80ms increase in round-trip delay. This
indicates an equilibrium where the outbound capacity is not the primary
bottleneck, and so doesn’t induce as much queueing delay. In addition to these
clusters, there are some scattered data points up to just over 3 s increase in
round-trip delay (not all of which are visible on the figure). The second client
is clearly limited by a low uplink capacity, resulting in very large delays —
up to about 1.5 s, which is consistent with the low capacity resulting in large
queue drain times.

Together, the behaviour of these two client links (along with additional
clients we have examined but not included here) clearly show that load-induced

7The Measurement Lab dataset was restructured in the middle of 2015, making it difficult to
apply the detailed analysis for the 2015 data. For that reason, we have not included 2015 in these
results.
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Figure 6: Delay and instantaneous outbound rate for two clients in the access network
dataset. The histograms on the axes show the marginal distributions for the rate and
delay samples.
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queueing delay is one source of the latency variation we have observed in the
analysis of the whole dataset. According to the service provider, the access
network otherwise does not have the amount of buffering needed for the
delays we see in our measurements, pointing to large buffers in consumer
equipment as the likely culprit.

5.3 Discussion
The analysis presented in this section indicates that excess queueing latency
(i.e., bufferbloat) is indeed a very real and routinely occurring phenomenon.
While we do not claim to have a means of accurately quantifying bufferbloat
in all instances, we have sought to compensate for the lack of accuracy by
erring on the side of caution in identifying bloat. And the fact that signs of
bufferbloat so readily appears in both datasets constitutes a strong indicator
that bufferbloat is indeed prevalent in real networks.

Another finding is that in the cases where bufferbloat does appear, it tends
to be significant: most often on the order of several hundreds of milliseconds.
This means that when bufferbloat does appear, it is quite noticeable and a
considerable inconvenience for the end-user.

6 Related work
Several other studies have looked at the latency characteristics of internet
traffic. These fall roughly into three categories: studies based on large-scale
active measurements, studies based on targeted active measurements of a more
limited scope, and passive measurements performed at various vantage points
in the network. In this section we provide an overview of each of these
categories in turn.

6.1 Large-scale active measurements
The speedtest.net measurement tool and the Netalyzr test suite are popular
performance benchmark tools in wide use. Canadi et al [8] perform a study
based on 54 million test runs from the former which shows very low baseline
(unloaded) latencies, but considers neither latency variation nor development
over time. Kreibich et al [9] base their study on 130,000 tests from the latter,
and show queueing latency on the order of hundreds of milliseconds, but does
not consider differences over time or between regions.

Another approach to large-scale active measurements is taken by the BIS-
Mark and SamKnows measurement platforms, both of which provide instru-
mented gateways to users. A study based on this data by Sundaresan et al [10]
measures baseline and under-load latency and shows significant buffering in
head-end equipment. Chetty et al [6] also use BISMark data (as well as other
sources) to measure broadband performance in South Africa. Consistent with
our results for this continent, they find that latencies are generally high, often
on the order of several hundred milliseconds.
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Another large-scale active measurement effort is the Dasu platform [11],
which is a software client users install on their machines. This study does not
focus on latency measurements, but it includes HTTP latency figures which
indicate a large regional variation, not unlike what we observe.

Finally, the M-Lab Consortium has studied ISP interconnections [12] using
the same data as we use. However, this study only considers aggregate latency
over large time scales.

6.2 Targeted active measurements
Dischinger et al [13] and Choy et al [14], both use active probing of residential
hosts to measure network connections. The former study finds that queueing
delay in the broadband equipment is extensive, while the latter finds that a
significant fraction of users experience too high latency to run games in the
cloud. Bischof et al [15] perform a slightly different type of measurements,
piggy-backing on the BitTorrent protocol, and find a majority of the users
see median last-mile latency between 10 and 100ms, with the 95th percentile
of seeing several hundred milliseconds. A similar conclusion, but specifically
targeted at assessing queueing latency, is reached in [16], which estimates that
10% of users experience a 90th percentile queueing latency above 100ms.

Another type of targeted active measurements are performed by clients
under the experimenters’ control to examine the access network. These types
of experiments are performed by, e.g., Jiang et al [17] and Alfredsson et al [18]
to measure bufferbloat in cellular networks. Both studies find evidence of
bufferbloat on the order of several hundred ms.

6.3 Passive measurements
Several studies perform passive measurements of backbone or other high-speed
links between major sites [19–21]. They generally find fairly low and quite
stable latencies, with the backbone link experiencing latencies dominated by
the speed of light, and the others generally seeing median latencies well below
100ms. Jaiswal et al [21] additionally measure RTT variations and find that
the median variation is around 2–300ms and the 95th percentile variation is
on the order of several seconds. In addition, Pathak et al [22] perform passive
measurement of latency inflation in MPLS overlay networks and find that
inflation is common, mostly due to path changes in the underlying tunnels.

Another technique for passive measurements consists of taking captures
at the edge of a network and analysing that traffic. Aikat et al [23] and All-
man [24] both employ this technique to analyse the RTT of TCP connections
between hosts inside and outside the network where the measurement is per-
formed. Both studies analyse the latency variation, Aikat et al finding it to be
somewhat higher than Allman.

Another vantage point for passive measurements is at edge networks. Such
studies are performed by Vacirca et al [25] and Maier et al [26] for mobile and
residential networks, respectively. The former study finds that RTT can vary
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greatly over connections, while the latter finds that the baseline latency of the
TCP handshake is dominated by the client part.

Finally, Hernandez-Campos and Papadopouli [27] compares wired and
wireless traffic by means of passive packet captures. They find that wireless
connections experience a much larger RTT variation than wired connections
do.

7 Conclusions
We have analysed the latency variation experienced by clients on the internet
by examining two complementary datasets from active measurement tests
and from traffic captures from an ISP. In addition, we have analysed a subset
of the data to attempt to determine whether load-induced queueing delay in
the network can be part of the reason for the large variations. Based on our
analysis, we conclude:

• Latency variation is both common and of significant magnitude, both
within single connections and between connections to the same client.
This indicates that it has a large potential to negatively affect end-user
perceived performance.

• The worst affected clients see an order of magnitude larger variation
than the least affected, and the choice of per-client percentile for the
measured latency significantly affects the resulting conclusions. This
indicates that latency spikes are transient and non-uniformly distributed.

• While throughput has increased over the six years we have examined,
both minimum latency and latency variation have remained stable,
and even increased slightly. This indicates that the improvements in
performance afforded by the development of new technology are not
improving latency.

• We find that in both datasets load-induced queueing delay is an im-
portant factor in latency variation, and quite significant in magnitude
when it does occur. This indicates that load-induced queueing does in
fact contribute significantly to the variation we see in overall latency
behaviour.
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Abstract

Several new Active Queue Management (AQM) and hybrid AQM/fairness
queueing algorithms have been proposed recently. They seek to ensure
low queueing delay and high network goodput without requiring para-
meter tuning of the algorithms themselves. However, extensive exper-
imental evaluations of these algorithms are still lacking. This paper
evaluates a selection of bottleneck queue management schemes in a test-
bed representative of residential internet connections of both symmetrical
and asymmetrical bandwidths as well as WiFi. Latency under load and
the performance of VoIP and web traffic patterns are evaluated under
steady state conditions. Furthermore, the impact of the algorithms on
fairness between TCP flows with different RTTs, and also the transient
behaviour of the algorithms at flow startup is examined. The results
show that while the AQM algorithms can significantly improve steady
state performance, they exacerbate TCP flow unfairness. In addition, the
evaluated AQMs severely struggle to quickly control queueing latency
at flow startup, which can lead to large latency spikes that hurt the per-
ceived performance. The fairness queueing algorithms almost completely
alleviate the algorithm performance problems, providing the best balance
of low latency and high throughput in the tested scenarios. However,
on WiFi the performance of all the tested algorithms is hampered by
large amounts of queueing in lower layers of the network stack inducing
significant latency outside of the algorithms’ control.

1 Introduction
Ensuring low latency, and in particular consistently low latency, in modern
computer networks has become increasingly important over the last several
years. As more interactive applications are deployed over the general internet,
this trend can be expected to continue. Several factors can contribute to
unnecessary latency (for a survey of such factors, see [1]); in this paper we
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focus on the important factor of excessive queueing delay, particularly when
the network is congested.

Recent re-emergence of interest in the problem of congestion-induced
excessive queueing latency has, to a large extent, been driven by the efforts of
the bufferbloat community [2, 3], which has also worked to develop technical
solutions to mitigate it. In short, bufferbloat is a term used to describe the
effect that occurs when a network bottleneck is congested and large buffers fill
up and do not drain, thus inducing a persistent queueing delay that can be much
larger than the path round-trip time. Since the inception of the bufferbloat
community effort, more and more people in both academia and industry are
becoming aware of the problem; and several novel queue management schemes
have been proposed to combat the problem.

These new queue management schemes seek to provide both low latency
and high goodput, without requiring the extensive parameter tuning that was
needed for earlier schemes like Random Early Detection (RED) [4]. The
schemes include new Active Queue Management (AQM) algorithms, such as
Controlled Delay (CoDel) [5] and Proportional Integral controller Enhanced
(PIE) [6]. In addition, the older Adaptive RED (ARED) [7] algorithm has
seen revival attempts for this use.

Most previous evaluations of these algorithms have been based on simula-
tion studies. We extend this by comparing more algorithms (seven in total),
both pure AQM algorithms and fairness queueing scheduling algorithms. In
addition, we examine more traffic scenarios and application behaviours. Fi-
nally, we provide an updated examination of actual running code (the Linux
kernel, version 3.14), which, due to the wide availability and open nature
of the code, can be considered a real-world reference implementation for the
algorithms. For all experiments, we provide access to the experimental data,
and the tools to replicate them, online.8

We present our analysis in three separate parts: the Good, the Bad and the
WiFi. First, the good: We compare steady state behaviour of the algorithms
in a mix of traffic scenarios designed to be representative of a residential
internet setting: measuring latency under load, and real-world application
performance of VoIP and HTTP applications, with minimal tuning of the
algorithms applied. The tested algorithms perform significantly better than
FIFO queueing in these scenarios.

Second, the bad: We test the impact of the AQMs on fairness between TCP
flows of unequal RTT, and analyse the transient behaviour of the algorithms
when flows start up. We compare the goodput of four flows with RTTs
varying almost two orders of magnitude. We find that the AQM algorithms
exacerbate the tendency of unfairness between the TCP flows compared to
FIFO queueing. We also look at the development of measured delay over
time when competing TCP flows start up and start to claim bandwidth at
the bottleneck link. This analysis shows that two of the AQM algorithms
(PIE and CoDel) have severe issues in quickly controlling the induced delay,

8https://www.cs.kau.se/tohojo/good-bad-wifi/.

https://www.cs.kau.se/tohojo/good-bad-wifi/
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showing convergence times of several seconds with very high delay spikes
when the flows start up.

Finally, the WiFi: Recognising that wireless networks play an increasing
role in modern residential networks, we evaluate the algorithms in a setup
where a WiFi link constitutes part of the tested path. We find that the al-
gorithms fail to limit latency in this scenario, and it is quite clear that more
work is needed to effectively control queueing in wireless networks.

The analysis of these three aspects of AQM behaviour contributes to a
better understanding of residential network behaviour. It points to several
areas that are in need of further evaluation and more attention from algorithm
developers. One possible solution that has been deployed with promising
results [8] is fairness queueing, exemplified by algorithms such as Stochastic
Fairness Queueing (SFQ) [9] or the hybrid AQM/fairness queueing of fq_-
codel [10]. Hence, we have included three such algorithms in our evaluations
along with the AQM algorithms. We find that they give vastly superior per-
formance when compared with both FIFO queueing and the tested AQM
algorithms, making the case that these types of algorithms can play an import-
ant role in the efforts to control queueing delay.

The rest of the paper is structured as follows: Section 2 discusses related
work. Section 3 presents the experimental setup and the tested path charac-
teristics, and Section 4 describes the tested algorithms. Section 5 presents the
measurements of steady-state behaviour and their results, while Section 6 does
the same for the experiments with fairness and transient behaviour. Section 7
covers WiFi and finally, Section 8 concludes the paper and outlines future
work.

2 Related work
A large number of AQM algorithms have been proposed over the last two
decades, employing a variety of approaches to decide when to drop packets;
for a comprehensive survey, see [11]. Similarly, several variants of fairness
queueing have been proposed, e.g. [12–14]. We have limited our attention to
those algorithms proposed as possible remedies to the bufferbloat problem
over the last several years. This section provides an overview of previous work
on evaluating these algorithms and their effectiveness in combating bufferbloat.

The first evaluations of the AQM algorithms in question were performed
by their inventors, who all publish extensive simulation results comparing
their respective algorithms to earlier work [5–7]. All simulations performed by
the algorithm inventors examine queueing delay and throughput tradeoffs in
various straight-forward, mainly bulk, traffic scenarios. Due to being published
at different times and with different simulation details, the results are not easily
comparable, but overall, the authors all find that their proposed algorithms
offer tangible improvements over the previously available algorithms.

In an extensive ns2-based simulation study of AQM performance in a
cable modem setting [15], White compares CoDel, PIE and two hybrid
AQM/fairness queueing algorithms, SFQ-CoDel and SFQ-PIE. Various traffic
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scenarios were considered, including gaming, web and VoIP traffic as well as
bulk file transfers. The simulations focus specifically on the DOCSIS cable
modem hardware layer, and several of the algorithms are adjusted to better
accommodate this. For instance, the PIE algorithm has more auto-tuning
intervals added, and the fairness queueing algorithms have the number of
queues decreased. The study finds that all three algorithms offer a marked im-
provement over FIFO queueing. The study concludes that PIE offers slightly
better latency performance than CoDel but has some issues with bulk TCP
traffic. Finally, the study finds that SFQ-CoDel and SFQ-PIE offers very
good performance in many cases, but notes some issues in specific scenarios
involving many BitTorrent flows.

Khademi et al [16] have performed an experimental evaluation of CoDel,
PIE and ARED in a Linux testbed. The experiments focus on examining the
algorithms at a range of parameter settings and measure bulk TCP transfers
and the queueing delay experienced by the packets of the bulk TCP flows
themselves. The paper concludes that ARED is comparable to PIE and CoDel
in performance.

Rao et al [17] perform an analysis of the CoDel algorithm combined with
a simulation study that compares it to the SFQ-CoDel algorithm. The paper
concludes that SFQ-CoDel for many scenarios outperforms plain CoDel.

Järvinen and Kojo [18] perform a simulation study comparing PIE and
CoDel to their own modified RED variant called HRED, focusing on transient
load behaviour. They conclude that the CoDel algorithm does not scale with
load, that PIE performs worse generally, but scales better, and that the HRED
algorithm performs and scales better at transient loads.

Cai et al [19] employ fairness queueing to alleviate throughput unfairness
between stations in a wireless network by applying it in a centrally controlled
shaper. They find that this scheme can significantly reduce unfairness.

Finally, Park et al [20] perform a simulation study of CoDel on a wireless
access point and concludes that, correctly configured, it can lower latency
while keeping throughput high.

Our work expands on the above by (a) including more tested algorithms,
also incorporating a variety of fairness queueing algorithms; by (b) testing a
wider variety of traffic scenarios, in particular incorporating realistic applic-
ation behaviour and looking at fairness issues and transient behaviour; and
by (c) performing comprehensive, carefully designed tests of real-world imple-
mentations of the algorithms on actual networking hardware, while making
the full data set and implementation available for scrutiny. We believe that
together these factors make our evaluation an important contribution towards
understanding the behaviour of modern queue management algorithms. In
particular, we believe it is important to evaluate the algorithms in real-world
implementations, to obtain a realistic view of their behaviour free from the
idealisations imposed by purely simulation-based studies.
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3 Experimental methodology
The experiments compare the selected queue management schemes in a variety
of realistic scenarios mimicking a residential internet connection setting. This
section presents the setup and methodology used to test the algorithms.

Client Server

Ethernet Rate limited bottleneck

Bottleneck routerBottleneck router

Latency inducer

Figure 1: Physical test setup.

The tests are run in a controlled environment consisting of five regular
desktop computers, as shown in Figure 1. The computers are equipped with
Intel 82571EB ethernet controllers, and networked together in a daisy-chain
configuration. This corresponds to a common dumbbell scenario, with the
individual flows established between the endpoint nodes serving as multiple
senders. The middle machine adds latency by employing the dummynet emula-
tion framework [21]. The bottleneck routers employ software rate limiting
(through the tbf rate limiter [22]) to achieve the desired bottleneck speeds. A
separate control network is used to configure the test devices and orchestrate
tests. All five computers run Debian Wheezy. The latency inducer runs the
stock kernel (version 3.2) with the dummynet module added, while the others
have had the kernel replaced with a vanilla kernel version 3.14.4. For the WiFi
tests, a wireless link is added to the testbed (see Section 7).

The test setup is designed to correspond to a residential internet connec-
tion scenario. All tests are run with the bottleneck in three configurations: a
symmetrical link at 100 Mbps, a symmetrical link at 10 Mbps, and an asym-
metrical link with 10/1 Mbps download/upload speeds. The base RTT is set
to 50 ms, corresponding to a mid-range internet latency. All TCP goodput
values are measured at the application level; the bandwidth utilisation of the
flows that measure latency is not counted.

The test computers are set up to avoid the most common testing pitfalls, as
documented by the bufferbloat community in a best practices document [23].
This means that all hardware offload features are turned off, the kernel Byte
Queue Limits have been set to a maximum of one packet and the kernel is
compiled with the highest possible clock tick frequency (1000 Hz). All of
these adjustments serve to eliminate sources of latency and queueing other than
those induced by the algorithms themselves, for instance by preventing the
network driver and hardware from queueing packets outside the control of the
queue management algorithms. We have chosen this best-case configuration
for our tests, because the object of interest is the behaviour of the algorithms
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themselves, not the interactions between different layers of the operating sys-
tem network stack and/or hardware. While turning off offloads and lowering
the Byte Queue Limit settings can in some cases adversely affect achievable
throughput, we have verified that our testbed has sufficient computational
resources that this is not an issue at the speeds we are testing. All tests are run
with both the CUBIC and New Reno TCP congestion control algorithms,
but the results are only included here with the (for Linux) default CUBIC
algorithm.

The tested queue management schemes are installed before the bottleneck
link, in both the upstream and downstream directions. In a real residential
setting this corresponds to service providers having the algorithms installed
at their head end termination equipment, as well as in customer equipment.
Many devices deployed in service provider networks do not run Linux, and
so availability of an algorithm implementation in Linux does not necessarily
translate directly to deployability today. However, since we are interested
in assessing the potential benefits the algorithms can provide if deployed, we
believe that testing in a scenario that grants the algorithms as much control of
the bottleneck queues as possible is the right thing to do. We hope this can help
make the case for implementing smarter queue management at the customer-
facing side of operator networks. Until such implementations appear, Linux
provides an intermediate queueing device that allows downstream shaping in
the home gateway, which can help get queueing under control (with some
limitations) [24].

The benchmarking tools used for the performance tests are the Netperf
tool [25] for TCP traffic, the D-ITG tool [26] for generating VoIP streams and
the cURL library for web tests [27]. The tests are run by means of a testing
harness, Flent [28], which is available as open source software.

4 Tested algorithms
Seven queue management schemes, or qdiscs in Linux vocabulary, have been
selected, including the default FIFO queueing mechanism. These represent
algorithms that seek to function well with their default parameters at a wide
variety of operating conditions in internet scale networks. While the parameter
sensitivity of the algorithms is important, studies of this has been performed
elsewhere (in e.g. [16]). Additionally, we believe performance at the default
parameter setting is an important part of a queueing mechanism’s overall
performance (the difficulty of configuring RED has been cited as a major
reason for its limited deployment [5]). For this reason, we focus on comparing
the algorithm behaviours to each other with their default parameters. The
drafts describing both the new AQMs (CoDel and PIE) include parameter
settings known to work well in a wide variety of cases, and these values are
also the defaults in the Linux implementation. We keep these defaults except
where our test scenario is known to stray from the default operating range, or
where no defaults exist.
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All algorithms whose sole dropping mechanism is queue overflow (i.e.,
the pure packet schedulers), we have configured to have the same total queue
length. This ensures that the scheduling behaviour is tested, rather than just the
effects of different queue lengths. The lowest default value for these algorithms
is used as the queue length, which is the SFQ default of 127 packets. This
value is used at 1 and 10 Mbps; at 100 Mbps a longer queue size is required
for TCP to fill the pipe. Thus, the queue size is increased to 1000 packets (the
pfifo_fast default) at 100 Mbps.

Being available in mainline Linux, all the tested algorithms are available on
a wide variety of platforms, and have been tested on a wide variety of hardware.
In particular, they are part of the OpenWrt embedded router project, showing
that running them on low-powered devices is quite feasible.

The algorithm parameters are summarised in Table 1 and the rest of this
section describes each algorithm in turn.

Parameter 1 Mbps 10 Mbps 100 Mbps

pfifo_fast
txqueuelen 127 127 1000

ARED
min 1514 12500 125000
bandwidth 1 Mbps 10 Mbps 100 Mbps
max 3028 - -

PIE
target 20 ms 20 ms 20 ms
tupdate 30 ms 30 ms 30 ms
limit 1000 1000 1000

CoDel
target 13 ms 5 ms 5 ms
interval 100 ms 100 ms 100 ms
limit 1000 1000 1000

SFQ
limit 127 127 1000

fq_codel
target 13 ms 5 ms 5 ms
interval 100 ms 100 ms 100 ms
limit 10240 10240 10240

fq_nocodel
limit 127 127 1000
interval 100 s 100 s 100 s

Table 1: Qdisc parameters. Parameters that are kernel defaults are shown in italics.
Some values are omitted here for brevity; see the published dataset and configuration
scripts for details.
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4.1 pfifo_fast
The pfifo_fast qdisc is the current default in Linux and consists of a three-tier
priority queue with simple FIFO semantics. In the tests only one priority is
used, so the qdisc can be viewed as a simple FIFO queue.

4.2 ARED
ARED is a dynamic configuration scheme for the RED AQM algorithm.
It adjusts the RED max dropping probability based on the observed queue
length, around a target point midway between the configured minimum and
maximum queue sizes.

Following the configuration guidelines given in [7], the minimum queue
size is set to half the target delay (queueing time being converted to a queue size
by the link speed) and the max queue size is set to three times the minimum
queue size. This makes the algorithm control point oscillate around the
target delay size midway between the two values. A target delay of 20 ms is
used, corresponding to the default for the PIE algorithm, which features a
similar probabilistic drop scheme. However, at 1 Mbps, this would result in
unachievable target queue size lengths of less than one Maximum Transmission
Unit (MTU). To avoid this, at 1 Mbps the minimum and maximum queue
size parameters are set to one and two MTUs respectively.

4.3 PIE
PIE is based on a traditional proportional integral controller design. It infers
queueing delay from the instantaneous queue occupancy and the egress rate.
The drop probability is then adjusted periodically (at a configurable interval
defaulting to 30 ms) from the variations in the queueing delay over time,
combined with a configured target delay, which defaults to 20 ms.

When PIE updates the drop probability, it does so based on the instant-
aneous estimated queueing delay and how it compares to the reference delay
parameter and to the previously measured delay, respectively. Two parameters,
α and β, control the weighing between the impact of these two differences on
the calculated drop probability. PIE contains an auto-tuning feature which
adjusts the values of α and β based on the measured level of congestion (ex-
pressed by the drop probability), setting the parameters higher when the
network is more congested; this makes the algorithm react faster when the
congestion level is higher. The Linux implementation has three levels of this
auto-tuning, while more have been added in the version of PIE incorporated
in the DOCSIS standard [29].

4.4 CoDel
CoDel seeks to minimise delay by directly measuring the time packets spend
in the controlled queue. If this time exceeds a configured target for longer than
a configured interval, packets are dropped at a rate computed by the interval
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divided by the square root of the number of previous drops, until the queueing
delay sinks below target again. The previous drop rate is then saved and the
algorithm will start dropping again at the same level as before if it re-enters
the drop state within a short time after having left it.

While the default values of 5 ms for target and 100 ms for interval are cited
by the authors to work well for a large range of internet-scale bandwidths
and RTTs, one known exception in the current implementation is when the
minimum attainable queueing time (i.e., the transmission time of one packet)
is higher than the target. In this instance, target should be set to the queueing
time of one packet; thus, for the 1 Mbps tests, CoDel’s target is raised to 13
ms.

4.5 SFQ
SFQ is a fairness queueing algorithm that employs a hashing mechanism
to divide packets into sub-queues, which are then served in a round-robin
manner. By default, packets are hashed on the 5-tuple defined by the source
and destination IP addresses, the layer 4 port numbers (if available) and the IP
protocol number, salted with a random value chosen at startup. The number
of hash buckets (and thus the maximum number of active sub-queues) is
configurable and defaults to 1024.

4.6 fq_codel
The fq_codel algorithm [10] is a hybrid algorithm consisting of a flow queueing
scheduler which employs the CoDel AQM on each sub-queue. The flow
queueing mechanism is a subtle optimisation of fairness queueing for sparse
flows: A sub-queue will be temporarily prioritised when packets first arrive
for it, and once it empties, a sub-queue will be cleared from the router state.
This means that queues for which packets arrive at a sufficiently slow rate for
the queue to drain completely between each new arrival, will perpetually stay
in this state of prioritisation. The exact rate for this to happen depends on
load, traffic and link characteristics, but in practice it means that many packets
which impact overall interactivity (such as TCP connection negotiation and
DNS lookups) get priority, leading to reduced overall application latency.

Additionally, fq_codel uses a deficit round-robin scheme when dequeuing
packets from the sub-queues. This allows a queue with small packets to
dequeue several packets each time a queue with big packets dequeues one, thus
approximating byte-based fairness rather than packet-based fairness between
queues. The granularity of the deficit mechanism can be set by a quantum
parameter which defaults to one MTU.

4.7 fq_nocodel
The term ’fq_nocodel’ is used to refer to the fq_codel algorithm configured
so as to effectively disable the CoDel AQM (by setting the CoDel target
parameter to be 100 seconds). This configuration is included to examine the
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performance of the flow queueing mechanism of fq_codel, without having the
CoDel algorithm operate on each queue. Since the queue overflow behaviour
of fq_codel is very CPU-intensive,9 this operating mode is not viable for
deployment, but can be used in a controlled testbed environment with suitably
over-provisioned CPU resources for the configured bandwidth.

5 The Good: steady-state behaviour
Steady-state behaviour is the most commonly assessed characteristic of queue
management algorithms, and this is also the subject area of most analytical
models (e.g. [30]). In this section we present three experiments examining the
steady-state behaviour of the tested algorithms: one that looks at algorithm
behaviour under synthetically generated load, and two that tests the impact
of algorithms on performance of real-world application traffic. Each of the
steady-state tests are run for 140 seconds (to minimise the impact of transient
behaviour at flow start-up time) and repeated 30 times.

5.1 The Real-time Response Under Load test
The Real-Time Response Under Load (RRUL) test was developed by the
bufferbloat community [31] specifically to stress-test networks and weed out
undesirable behaviour. It consists of running four concurrent TCP flows in
each direction, while simultaneously measuring latency using both UDP and
ICMP packets. The goal is to saturate the connection fully, and the metrics
of interest are TCP goodput, and the extra latency induced under load. The
latter we define as the average observed latency under a full test run, minus
the base path RTT. The RRUL test is also used as background traffic for the
other steady-state tests below.

5.1.1 RRUL results

The results for the RRUL test are shown in Figure 2 as latency-goodput
ellipsis graphs. The use of this type of graph was pioneered for visualising
bandwidth/latency tradeoffs by Winstein in [32], and deliberately flips the
latency axis to make better values be “up and to the right”. For the 10/1 Mbps
link, in figure 2c, both upstream and downstream behaviours are shown on
the same plot, reusing the same latency values for both. The results show that
the default FIFO queue predictably gives a high induced latency, but with high
goodput. An exception is on the asymmetrical 10/1 Mbps link, where the
downstream goodput suffers slightly. This is due to ACKs being dropped in
the upstream direction, preventing the downstream flows from fully utilising

9When an overflow condition is detected, fq_codel linearly searches all available queues to find
the longest one from which to drop a packet. This has a large impact, mainly by using up a lot of
CPU cache. The implementors found this to have acceptable performance as long as it is used as a
fallback mechanism to avoid overflow rather than as the main drop mechanism. Thus, changing
the implementation to a more efficient drop mechanism would be advisable for a deployment
scenario.
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Figure 2: (a and b) The RRUL test results, showing the median values and 1-σ ellipses
of the per-test-run mean goodput and mean induced latency. (c) As (a and b), but
showing both upstream and downstream traffic, re-using the same latency values.



62 Paper II

the available bandwidth, and the behaviour is consistent with previous studies
of TCP on asymmetric links [33]. The same effect is apparent for the ARED
AQM, which achieves an even lower goodput, but at the same time it achieves
a lower latency.

All the AQMs achieve lower queueing delay than FIFO queueing, and the
newer AQMs fare better goodput-wise at the low bandwidth. The difference
between the steady-state behaviours of the three AQMs can be explained as
follows: ARED and PIE are both designed to control the average queue length
around a set point. ARED controls the drop probability based on how the
average queue length deviates from the desired set-point, scaling the drop
probability rapidly as the queue fluctuates in a rather narrow interval around
the target. This causes it to be fairly aggressive, achieving low delays, but at a
cost in throughput. This is particularly apparent at 1 Mbps, where the size of
the interval is a single packet.

PIE, on the other hand, adjusts its drop probability based on both the
queue’s deviation from the set-point and the previous delay values, and the drop
probability is adjusted less often. Together, this leads to a smoother oscillation
around the target, and a less aggressive behaviour. At 100 Mbps, however, PIE
shows a more aggressive drop behaviour than at lower bandwidths. This is
most likely due to the fact that the built-in auto-tuning of PIE (which scales
the drop probability adjustment parameters α and β with the observed drop
probability) is too narrow in scope. The auto-tuning consists of a lookup
table for drop probabilities in ranges starting from 0.1%, with lower drop
probabilities resulting in a slower adjustment. However, everything below
0.1% is treated the same, and since the steady-state drop probability of a 100
Mbps link is markedly lower than 0.1%, this results in the algorithm reacting
more aggressively than it does at lower bandwidths.

Finally, CoDel uses its target parameter as a lower bound on how much
latency to tolerate before reacting by dropping packets. This means that the
set-point does not function as an average around which to control the queues,
as the other algorithms do. Instead, the queue is controlled to an average
somewhat above the target. The auto-tuning of the interval from the drop
count then serves to find the right drop rate, and CoDel oscillates in and out
of drop mode in the steady state. This leads to a steady-state performance
midway between ARED and PIE (excluding the 100 Mbps PIE behaviour), as
seen from the figure.

The highest goodput of all the configured queue management schemes,
however, is achieved by the AQM-less fairness queueing algorithms, with
fq_codel lagging a tiny bit behind. This indicates that with the flow isola-
tion offered by fairness queueing, additional drop signals from an AQM hurt
throughput with no gain in terms of lower queueing delay for competing
flows. However, this is offset by the fact that fq_codel keeps the TCP window
significantly smaller than fq_nocodel, meaning that the TCP flows themselves
experience less queueing latency. This can be important for interactive applica-
tions that also transfer enough data to induce queueing, such as screen sharing
applications or adaptive rate video streaming.
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At 100 Mbps link speed, all three fairness queueing algorithms show
comparable (and very close to zero) induced latency. However, at the lower
bandwidths where the time to transmit single packets can be noticeable, it is
clearly seen how it is beneficial that the flow queueing mechanism prioritises
the sparse flows measuring latency, resulting in practically zero induced latency.
The high variance of the fq_nocodel algorithm at the lowest speed results from
a hash collision between a latency measurement flow and a data flow, resulting
in one of the test runs exhibiting high latency.

5.2 VoIP test
The VoIP test seeks to assess the performance of voice traffic running over
a bottleneck managed by each of the queue management schemes. This is
done by generating synthetic VoIP-like traffic (an isochronous UDP flow at
64 Kbps) in the upstream direction, and measuring the end-to-end one-way
delay and packet loss rate. The test is performed with one competing TCP
flow in the same direction as the VoIP flow, as well as with the full RRUL test
as background traffic on the link.

5.2.1 VoIP results

The results for the VoIP tests are shown in Figure 3. The graphs show the
CDF of the one-way delay samples of the VoIP traffic with a 200 ms sampling
interval. The accompanying TCP goodput results are omitted for brevity, but
the relative goodput for each algorithm mirror those from the RRUL test
discussed above. For latency, the results mirror those of the RRUL tests: new
AQM algorithms give a marked improvement over FIFO queueing, but with
their respective latency values varying depending on the link bandwidth and
cross traffic. And as before, the fairness queueing give the best latency results.
However, it is interesting to note that the effects of hash collisions in the queue
assignments are apparent in the RRUL results at 1 Mbps, heavily influencing
the performance of SFQ and fq_nocodel. CoDel and PIE also show a long tail
of delay values at 1 and 10 Mbps for RRUL, corresponding to the transient
delay (see Section 6.2).

Loss statistics are shown in Table 2. From these, it is quite apparent that
the AQMs would render a VoIP conversation completely hopeless at 1 Mbps,
even with only a single competing flow. With RRUL as cross traffic it is even
worse, with the FIFO queueing also showing high loss rates. Additionally,
ARED shows loss in excess of 25%, explaining its very low delay values. For all
tests, the flow isolation of the fairness queueing algorithms effectively protect
the VoIP flows from loss, with the exception of SFQ and fq_codel at 1 Mbps
with RRUL as cross-traffic. This can be explained by the fact that at this speed,
the time to transmit a packet is a significant component of the latency, adding
enough delay for the VoIP flow to build a bit of queue and hence suffer loss.
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(a) 1 stream, 100/100 Mbps.
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(b) RRUL, 100/100 Mbps.
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(c) 1 stream, 10/10 Mbps.
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(d) RRUL, 10/10 Mbps.
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(e) 1 stream, 10/1 Mbps.
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(f) RRUL, 10/1 Mbps.

Figure 3: VoIP test results. The CDF plots show the distribution of induced one-way
delay over all samples from the VoIP streams.
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Table 2: VoIP average packet loss over all test runs. A ’–’ indicates no packet loss.

1 stream cross traffic
1 Mbps (%) 10 Mbps (%) 100 Mbps (%)

pfifo_fast 0.88 0.10 –
ARED 7.95 0.45 0.002
PIE 2.75 0.04 0.002
CoDel 6.46 0.02 0.002
SFQ – – –
fq_-
nocodel

– – –

fq_codel – – –

RRUL cross traffic
1 Mbps (%) 10 Mbps (%) 100 Mbps (%)

pfifo_fast 8.54 0.20 0.032
ARED 26.33 0.61 0.019
PIE 14.03 0.44 0.016
CoDel 10.60 0.19 0.004
SFQ 0.42 – –
fq_-
nocodel

– – –

fq_codel 0.04 – –

5.3 Web test
The web test measures the web browsing performance of a user accessing
the web through a bottleneck equipped with the tested queue management
schemes.

To retrieve a web site, web browsers commonly first lookup the site host
name, then retrieve the main HTML document, and finally retrieve all the
resources associated with the document over several concurrent connections.
Since web browsers continue to evolve at a rapid pace, and so constitute
somewhat of a moving target, we have chosen to focus on this network-centric
behaviour as a way to approximate real web behaviour. We simply define the
page fetch time as the total time to retrieve all objects of each web site. This
metric also has the added benefit of being reproducible without relying on a
specific implementation of a particular browser or rendering engine. We have
chosen the well-tested and widely used cURL library [27] as the basis for our
test client [34], which mimics this fetching behaviour in a reproducible way (a
feature we were not able to find in any existing web benchmarking tools).

Two web pages of different sizes are mirrored on the test server: the Google
front page (56KB data in a total of three requests) and the front page of the
Huffington Post web site (3 MB in a total of 110 requests).10 We believe these

10The test pages are henceforth referred to as ’Google’ and ’Huffpost’, respectively.



66 Paper II

two sites are well-suited to represent opposite ends of the web scale: a small
interactive page and a large and complex site with many elements to be fetched.

The tested web site is repeatedly fetched throughout the duration of the
test run. The metric of interest is the page fetch time mentioned above. The
test is run both with the RRUL test as background traffic, and with a single
TCP flow in the upstream direction, competing with the HTTP requests going
to the web server. The latter is included to show the importance of having
timely delivery of the HTTP requests, and how failure to achieve this can
negatively impact the entire web browsing performance.

5.3.1 Web results

The results for the web tests are shown in Figures 4 and 5. For each test run,
the average fetch time is computed, and the mean and standard deviation of
these averages over the test repetitions are displayed on the result graphs.

The results show that managing delay greatly impacts web browsing per-
formance in a positive way. However, one exception is the ARED algorithm
at low bandwidths: here, performance is both highly variable and sometimes
even worse than the FIFO queue. This is caused by a too aggressive drop beha-
viour, which causes SYN packets in the HTTP requests to be lost, requiring
retransmission. This effect is most pronounced on the simpler Google page,
where the total fetch time is more affected by timely delivery of the HTTP
request.

SYN losses are also the reason that the FIFO queue shows worse behaviour
with a single TCP flow as cross traffic than with the full RRUL test. We
attribute this to the fact that with the RRUL test, a lot of the queue space in
the upstream direction is occupied by small ACK packets, which take less time
to put on the wire. When the queue is full and a full-sized packet is at the
front of the queue, it stays full for the entire time it takes to dequeue that one
packet. This means that the smaller the packets, the shorter the average time
before a new queue space opens up, and hence the better the chance that the
SYN packet gets a space in the queue upon arrival.

Another interesting feature of the result is that any queue management
significantly improves this important real-world application performance.
The performance differences between the AQM algorithms and the fairness
queueing schemes are in many cases less pronounced than in the other tests,
since all the algorithms achieve sufficient latency reduction to get the fetch
time very close to the unloaded case. For those cases where the fetch time is
significantly higher than the unloaded case, the performance differences are
more pronounced. The odd case out is Huffpost at 10 Mbps with the RRUL
test, where the fairness queueing algorithms show worse performance than
CoDel and PIE. This is most likely because the Huffpost site consists of many
objects that need to be fetched: They are each fairly small and so will be sent
in a single burst of packets. The bursts go into the single queues back-to-back,
whereas per-flow fairness imposed by the fairness queueing algorithms split
them up causing a longer total completion time.
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(a) 100/100 Mbps, 1 TCP flow.
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(b) 10/10 Mbps, 1 TCP flow.
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(c) 10/1 Mbps, 1 TCP flow.
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(d) 100/100 Mbps, RRUL.
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(e) 10/10 Mbps, RRUL.
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(f) 10/1 Mbps, RRUL.

Figure 4: HTTP mean fetch times for Google. The upper row shows results for the
tests with a single TCP flow as cross traffic, while the lower row shows results for tests
with the RRUL test as cross traffic.
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(a) 100/100 Mbps, 1 TCP flow.
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(b) 10/10 Mbps, 1 TCP flow.
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(c) 10/1 Mbps, 1 TCP flow.
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(d) 100/100 Mbps, RRUL.
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(e) 10/10 Mbps, RRUL.
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(f) 10/1 Mbps, RRUL.

Figure 5: HTTP mean fetch times for Huffpost. The upper row shows results for the
tests with a single TCP flow as cross traffic, while the lower row shows results for tests
with the RRUL test as cross traffic.
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5.4 Discussion
The steady state test results show that a marked improvement is possible by
managing the bottleneck queues. All three AQM algorithms show consistent
improvements over FIFO queueing, although the older ARED algorithm
exhibits a tendency to drop too aggressively, as does PIE at 100 Mbps.

Together, the steady state results underscore the benefit of deploying AQM
in place of the prevalent FIFO queues of today’s networks; this is in broad
agreement with previous studies. It is worth noting, however, that ARED does
require quite a bit of parameter tuning compared to the two other algorithms.
In particular, parameters need to be set corresponding to the link bandwidth,
which makes the algorithm somewhat more complex to deploy than the
others.

The analysis of the fairness queueing algorithms show very impressive
performance. At no point are the fairness queueing algorithms out-performed
by the AQM algorithms, and in most cases fairness queueing outperforms
AQM by a large margin. For VoIP traffic in particular, the flow isolation
prevents the VoIP flows from experiencing a loss rate that, at the lowest band-
width, would make any conversation completely untenable. This indicates that
various forms of fairness queueing have an important role to play in dealing
with queueing-induced latency. The sparse flow optimisation of the fq_codel
flow queueing algorithm provides a marked additional improvement on top of
regular fairness queueing, especially at lower bandwidths.

6 The Bad: fairness and transient behaviour
Two aspects of queue management are often overlooked when evaluating
queue management algorithms: the algorithms’ influence on inter-flow fairness,
and the transient behaviour exhibited when flows start up. In this section
we present our analysis of these two aspects of the behaviour of the tested
algorithms.

6.1 Inter-flow fairness
It is well-known that fairness queueing algorithms can improve flow fairness
characteristics [35], and indeed it is a design goal for such algorithms (hence
the term fairness queueing). However, fairness characteristics of pure AQM
algorithms are not well understood. In this section, we investigate fairness
behaviour of all the tested algorithms.

We do this by means of the RTT-fairness test, which examines the RTT fair-
ness properties of TCP under each of the queueing algorithms. It is well-known
that the TCP goodput is affected by the RTT [36], because the congestion
control algorithm reacts to feedback that is on an order of the RTT. While TCP
CUBIC is designed to improve RTT fairness [37], some RTT fairness issues
still remain [38]. The purpose of the RTT-fairness test is to evaluate whether
the queue management schemes make this effect worse, or whether they help
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alleviate it. The test consists of running four concurrent TCP streams from
the client to the server, each with a different RTT value (10, 50, 200 and 500
ms respectively), and measuring the aggregate TCP goodput of each stream.
To minimise the impact of transient effects from the initial TCP ramp-up even
at the long base RTT, the test length is increased to 600 seconds for this test.
As expected, the RTT fairness characteristics of the CUBIC and New Reno
congestion controls differ. However, this is only a difference in magnitude,
and does not influence the relative performance of the algorithms compared
to each other. We have thus omitted the Reno results for brevity.

6.1.1 RTT Fairness results

Figure 6 shows the test results for the RTT fairness tests. The figure shows
Jain’s fairness index [39] calculated over the goodput values of the four com-
peting flows, as well as the total goodput of each of the four flows. For each
test repetition, the total goodput value for each flow is used; all graphs show
the mean and standard deviation over the test repetitions.

The AQM algorithms exhibit a tendency to worsen the RTT-unfairness of
TCP, compared to the FIFO queue. This can be clearly seen by comparing the
throughput of the flows with the highest latency between the algorithms. This
is due to several factors: Firstly, the added queueing latency of the FIFO queue
serves to even out the RTT differences of the different flows. Furthermore,
packet traces reveal that the AQM algorithms cause the long-RTT flows to
experience loss at an even rate throughout the test, whereas FIFO queueing
results in bursty losses, from which TCP recovers better. Finally, the AQMs
tune themselves to the shorter flow RTTs to control the queue, hurting the
flows with longer RTT which share the queue. Together, these effects combine
to lower the fairness rating of the AQM algorithms.

As expected, and in contrast to the AQM results, the fairness queueing
algorithms achieve very good fairness results. The pure schedulers with no
AQM achieve perfect fairness, which is to be expected from their round-robin
scheduling behaviour. The fair results of fq_codel is worse than for the other
scheduling algorithms, for the same reason as stated above: CoDel fails to tune
itself to the very short and very long RTTs in this test. This results in the
bandwidth distribution of the flows getting skewed, leading to worse fairness
results. At 100 Mbps, the schedulers fail to exhibit perfect fairness behaviour,
because at this bandwidth their total queue space is too small for the flows
with long RTTs to effectively use the available bandwidth.

One peculiar feature of the results is that at 1 Mbps, FIFO queueing,
ARED and fq_codel all show lower aggregate throughput for the 10 ms RTT
flow than for the flow with a 50 ms RTT. This has different explanations
for each of the algorithms. For FIFO queueing, this happens because the
short-RTT flow initially ramps up its congestion window, then suffers a series
of consecutive congestion events which causes it to lower its window to a level
it never recovers from. For ARED, the high drop rate causes the low-RTT flow
to suffer a series of consecutive retransmission timeouts, causing throughput
to drop. For fq_codel, the short flow tends to suffer retransmission timeouts,
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Figure 6: The RTT fairness test results. (a) Jain’s fairness index as computed from the
goodput values of each flow. (b–d) The mean goodput of each of the four TCP streams
for each bandwidth.
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because its BDP is so small (312 bytes) that it rarely has enough outstanding
data to trigger fast retransmit when a packet is dropped by CoDel in the middle
of a window, but because it has to wait its turn in the round-robin scheduler
with the other flows, each packet experiences enough queueing latency to
trigger the drops. For both ARED and fq_codel, this also causes a drop in total
throughput, with ARED losing just over 10%, while fq_codel loses around
5%. All other algorithms have identical total throughput for each bandwidth.

6.2 Transient behaviour
The transient behaviour of queue management algorithms is often overlooked
in evaluations that all too often focus mainly or exclusively on steady state
behaviour. Analytical models of transient behaviour are almost entirely non-
existent, but also simulation-based and experimental evaluations often overlook
this. However, transient behaviour can be vital for the overall perceived
performance of the network: an algorithm that keeps latency low in the steady
state but fails every time a transient event occurs makes for a quite bad overall
user experience. In this section we investigate an extreme case of transient
behaviour: what happens to the measured delay when the four bi-directional
TCP streams of the RRUL test start up.

6.2.1 Transient behaviour results

Figure 7 shows the results of the transient behaviour tests. This shows simply
a time sequence graph of the measured latency over the first 25 seconds of an
RRUL test run. The values are point-wise averages over the 30 iterations.

The results show that both CoDel and PIE have severe problems keeping
the delay low when the TCP flows start up. At the lower bandwidths, PIE
has the worst behaviour, with delay sky-rocketing and even temporarily being
higher than for the FIFO queue in the 10 Mbps tests. CoDel fares somewhat
better relative to PIE at the lower bandwidths, but significantly worse at 100
Mbps. They both take from several seconds up to more than 20 seconds
to get latency back under control, which is a significant impact on the user
experience and can easily lead to an almost perpetual state of high delays.

These delay spikes in the traffic managed by CoDel and PIE have a common
cause: The four simultaneous flows in slow start are simply overwhelming
the algorithm control mechanisms, which do not tune the drop rate quickly
enough to the new environment. For both algorithms, part of the reason is
that the algorithms do not engage at all within the first 100 ms (PIE has a
burst allowance of 100 ms, and CoDel’s interval is 100 ms), at which point the
queue is already substantial.

Additionally, for CoDel it is noticeable that the time it takes to get the
delay under control goes up with the link bandwidth. This corresponds to
the fact that the rate at which CoDel increases its drop rate is linear, and
proportional to the inverse of the link speed [40]. So in other words, the
initial spikes in latency seen by the CoDel-controlled flows occur because
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CoDel’s drop rate is increased too slowly, and at a rate that is dependent on
link bandwidth.

Similarly, for PIE, the drop probability increase is capped to two percentage
points in each update cycle, in order to protect single TCP flows in slow start
from experiencing timeouts [41]. In our case of four simultaneous flows
starting up, this results in a marked delay in getting latency under control.
Interestingly, PIE contains another optimisation that will increase the drop
probability rapidly when the absolute delay exceeds 250 ms, which corresponds
to the size of the delay spike we see at 10 Mbps. At 100 Mbps, the relative
lack of a delay spike for PIE corresponds to the more aggressive behaviour PIE
exhibits at this bandwidth, as noted earlier.

The ARED algorithm fares significantly better and shows almost no delay
spike but instead jumps smoothly to the steady state delay values. The fairness
queueing algorithms simply assign the newly started flows their own queues,
and so they do not impact the latency measurements at all, even in the slow
start phase.

6.3 Discussion
The fairness results are an example of a metric where the AQM algorithms
actually exhibit worse behaviour than FIFO queueing. The fairness aspect is
often overlooked in evaluations of AQM algorithms, but can be an important
factor especially when considering deploying an AQM algorithm on a link
likely to see traffic with highly varying RTT.

Likewise, the transient results reveal a potentially quite severe limitation
of the new AQM algorithms, which can take several seconds to get delay back
under control after a significant change in conditions occurs. An obvious real-
world example of such behaviour is web browsing, where a browser initiating
a large page download over several simultaneous connections easily can result
in behaviour similar to that seen here.

Together, these two aspects highlight areas that need more attention in
future AQM research. Additionally, both are areas where the flow isolation
provided by fairness queueing algorithms proves to be a very effective remedy.
This makes the case for having such algorithms play an important role in
managing queueing delay.

7 The WiFi: adding a wireless link
An increasing share of traffic in the home goes via wireless connections. This
can influence the behaviour of queue management algorithms by moving
the bottleneck to the WiFi link. If this happens, then even if the queue
management algorithms are applied to the WiFi link, their behaviour can
differ because the characteristics of the physical link is different (most notably,
WiFi protocols include retransmit and packet aggregation features which can
both affect latency and queueing). To test this scenario, we have added a WiFi
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Figure 7: The transient behaviour of the algorithms. The plots show the delay develop-
ment over time for the first 25 seconds of the RRUL test. Each line is the (point-wise)
mean of the test runs for each algorithm.
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link to the testbed, and run the same sets of tests in this modified scenario.
The modified test setup is shown in Figure 8.

Client

Server

Ethernet Rate limited bottleneck

Bottleneck routerBottleneck router

Latency inducer

oxygenoxygen

Figure 8: WiFi test setup

We use an Ubiquiti Nanostation M5 access point running OpenWrt 14.07
and using the ath9kWiFi driver. The client is a laptop running the same Debian
version and kernel as the rest of the testbed. The laptop is equipped with an
Intel WiFi Link 5100 card using the iwlwifi driver. The test is performed using
802.11n on an empty channel in the 5 GHz frequency spectrum. Rather than
place the laptop and access point right next to each other, we have placed them
on opposite sides of a wall. We believe this setup approximates a residential
usage scenario reasonably well, with the exception that the clear channel is
likely to lead to better results than in, say, a crowded apartment building with
dozens of WiFi networks. We apply the queue management algorithms to
both sides of the WiFi link as well as to the bottleneck link as before.

On this WiFi setup we have re-run all tests designed to test a single link
characteristic, i.e. everything except the fairness test. However, for the lower
bandwidths, the WiFi link does not constitute a bottleneck, and so we see
no meaningful difference in the results.11 For this reason, we have omitted
those results and only include the results for the 100 Mbps bottleneck link.
Furthermore, as can be seen in the following, the RRUL test results show such
high induced latency that the transient spikes seen in the previous section are
absent for the WiFi results. This, too, has thus been omitted.

In the following, we present the results of the WiFi evaluation, in the same
order as the previous sections.

7.1 The RRUL test
The RRUL results are shown in Figure 9. A couple of interesting features are
clearly visible on this graph. Firstly, the algorithms show the same ordering
of latency behaviour, with FIFO being worst, followed by PIE and CoDel,
the ARED and the fairness queueing algorithms. However, the magnitude
of induced latency is different, with the lower bound being around 100 ms.
We attribute this to queueing in lower layers (i.e. in the driver and hardware)

11Looking at the detailed behaviour over time, we see a small number of delay spikes for the
low-bandwidth tests, which we attribute to WiFi retransmissions. However, these spikes are so
few in number (and so small that they only show up on the fairness queueing results) that they do
not impact the aggregate behaviour of the algorithms.
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Figure 9: RRUL results for the WiFi setup. The top part is downstream traffic, the
bottom part upstream.

which the queue management algorithms cannot control. Linux’s Byte Queue
Limits [42] mechanism is designed to deal with this in Ethernet drivers,
however no such mechanism exists for WiFi, and it is doubtful whether the
same mechanism can be applied, due to the aforementioned packet aggregation
and retransmit features.

The second noteworthy feature of the RRUL results is that upstream
throughput drops to almost nothing, even though the link nominally has
the same bandwidth in both directions. This is a consequence of air-time
unfairness, and for this particular combination of devices and drivers, it is
hurting the upstream direction. Testing of other devices in the bufferbloat
community has shown that this can just as well be seen in the other direction.

7.2 VoIP traffic
The VoIP WiFi results are shown in Figure 10. They show that when there is
only a single flow as competing traffic, the queue management schemes exhibit
almost completely identical behaviour, confirming the view that the induced
delay is in layers below the qdisc layer where the algorithms cannot control it.
When the RRUL test is used as cross traffic, the delay results match those from
the RRUL test itself. The loss results (in Table 3) show a small loss ranging
between 0.2% and 0.5% for one stream, and very high loss percentages for
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the AQMs with the RRUL test, corresponding to the low effective upstream
bandwidth.

Table 3: VoIP average packet loss over all WiFi test runs

VoIP packet loss
1 stream (%) RRUL (%)

pfifo_fast 0.34 16.66
ARED 0.13 5.30
PIE 0.18 27.52
CoDel 0.19 18.56
SFQ 0.47 1.71
fq_nocodel 0.17 1.59
fq_codel 0.22 2.64

7.3 Web results
The web results from the WiFi tests are shown in Figure 11. These show that
once again, for one upload stream, the result is determined by something other
than the active queue management algorithm. The relative positions of the
different algorithms with the RRUL test as cross traffic match those for the
wired tests at 100 Mbps, except that PIE and CoDel’s disadvantage is more
pronounced.

7.4 Discussion
The WiFi results clearly show that the queue management algorithms fail to
effectively control the bandwidth on a WiFi bottleneck link. This is most
likely due to extra queueing at lower layers in the network stack. Additionally,
other issues are apparent with WiFi traffic, most notably the poor bidirectional
throughput. It is doubtful that straight-forward solutions exist to these issues,
but we believe this to be an interesting avenue for further research. Moreover,
in light of the positive results of applying queue management algorithms in
general, we believe that they can play a role in solving WiFi’s problems as well.

8 Conclusions and future work
We have compared three modern AQM algorithms, revealing three aspects of
the AQM behaviour: the Good, the Bad and the WiFi.

The Good: We show that in the steady state, the new AQM algorithms
(PIE and CoDel) show consistent improvements over FIFO queueing, as does
the older ARED algorithm. The relative performance of the three algorithms
varies with link characteristics; although ARED exhibits a slight tendency
to drop too aggressively, hurting throughput but improving latency. This
matches previous evaluations well.
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Figure 10: VoIP test results for WiFi.
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Figure 11: Web test results for WiFi.
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The Bad: The fairness results show that the AQM algorithms exacerbate
TCP unfairness compared to FIFO queueing. This aspect is often overlooked
in evaluations of AQM algorithms, but can be an important factor especially
when considering deployment of an AQM algorithm on a link likely to see
traffic with highly varying RTT: unfairness can potentially cause flows with
long RTTs to suffer degraded throughput, needlessly hurting performance. The
examination of transient behaviour shows that the CoDel and PIE algorithms
(ARED fares significantly better in this regard) can take several seconds to
get delay back under control after a significant load spike occurs, such as the
RRUL flow startup; in some cases even performing worse than FIFO queueing.

The WiFi: When adding a WiFi link as the bottleneck, we see that all the
queue management schemes fail to contain queueing latency. We attribute
this to queueing in lower layers of the WiFi stack, and it is clear that more
work is needed to properly address this: due to the nature of the physical layer
(incorporating retransmissions and packet aggregation features), it is not clear
that existing solutions from other media can translate directly to WiFi.

The analysis of these three aspects is an important contribution to under-
standing AQM behaviour. In particular, the transient behaviour has potential
to significantly impact the perceived performance of the network, especially
considering that traffic complexity and deployment of highly bursty applica-
tions is only increasing. Hence, these types of transient events are likely to be
frequent enough that dealing with them needs to be a priority. Likewise, WiFi
behaviour is an obvious are of potential improvement.

Our accompanying analysis of the fairness queueing algorithms as a pos-
sible remedy for some of the shortcomings of the pure AQM algorithms
shows very promising results. The fairness queueing algorithms exhibit steady
state goodput and latency generally superior to the AQM algorithms, they
ensure almost perfect fairness between flows and they prove to be an effective
remedy for transient latency spikes at flow startup. For WiFi, they still suffer
from queueing in the lower layers, but perform better than the pure AQMs.
One caveat is that the fairness queueing algorithms implicitly enforce sharing
and prioritisation constraints between flows that may be unsuitable for some
applications and scenarios different from those tested here. However, generally
we believe there is a convincing case for fairness queueing algorithms playing
an important role in ensuring low latency and high throughput in modern
(access) networks.

While the use of better queue management algorithms is proliferating,12
deployment remains a challenge. And developing comprehensive queue man-
agement solutions for different physical layer technologies constitutes import-
ant work, which can come with its own challenges, as we have seen in the
WiFi example. WiFi in particular remains a challenge (as does other mobile
technologies), but getting queue management deployed in places like cable and
DSL head-end equipment is also needed.

12For instance, fq_codel is the default in the latest versions of the OpenWrt, Fedora and Arch
Linux distributions, and PIE will be part of the upcoming DOCSIS 3.1 standard.
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Queue management surely plays an important role in ensuring tomorrow’s
internet provides reliably low-latency connections everywhere, but other
technologies also have a role to play, and are developing at a rapid pace. In
particular, the Linux networking stack continues to evolve, and in the versions
since the 3.14 kernel we have used for our tests, the kernel has seen several
tweaks to the TCP stack in particular, along with the inclusion of a whole new
congestion control algorithm (DataCenter TCP). Some of these improvements
are distinctive in themselves, and some of them have the potential to interact
with queue management algorithms in various ways. Figuring out the details
of these interactions is also important going forward.

Finally, as we have pointed out in our experiments, the existing queue
management schemes are not without issues in certain areas. Most notably, the
transient behaviour is an area in need of further study. Together, we consider
these issues to be promising potential avenues for further inquiry, and remain
optimistic that tomorrow’s internet will provide us with reliably low latency
at all layers.
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Abstract

The FQ-CoDel queue management algorithm was recently published
as an IETF RFC. It achieves low latency especially for low-volume (or
sparse) traffic flows competing with bulk flows. However, the exact
conditions for when a particular flow is considered to be sparse has not
been well-explored.

In this work, we analyse the performance characteristics of the sparse
flow optimisation of FQ-CoDel, formulating the constraints that flows
must satisfy to be considered sparse in a given scenario. We also formulate
expressions for the expected queueing latency for sparse flows.

Then, using a numerical example, we show that for a given link and
a given type of sparse flows (VoIP traffic), the number of sparse flows
that a given bottleneck can service with low sparse flow latency is only
dependent on the number of backlogged bulk flows at the bottleneck.
Furthermore, as long as the maximum number of sparse flows is not
exceeded, all sparse flows can expect a very low queueing latency through
the bottleneck.

1 Introduction
The FQ-CoDel queue management algorithm, which was recently published
as an IETF RFC [1], is a hybrid AQM and packet scheduling algorithm that
has been shown to be an excellent remedy for the bufferbloat problem of
excessive queueing on a congested link [2]. In particular, FQ-CoDel achieves
very low latency for low-volume traffic competing with the bulk flows causing
the congestion. This is due to the sparse flow optimisation employed in the flow
scheduler.

However, while FQ-CoDel has been shown to achieve very low latency for
such sparse flows, the exact conditions for when a particular flow is considered
to be sparse has not been well-explored, as noted in the RFC [1, Section 1.3].
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The contribution of this work is an analysis of what exactly constitutes
a sparse flow in FQ-CoDel. We achieve this by formulating analytical ex-
pressions for the constraints flows must satisfy to be treated as sparse by the
FQ-CoDel scheduler, and supplement with a numeric example and simulation
for a typical example of real-world traffic (real-time VoIP traffic).

The rest of this paper is structured as follows: Section 2 first summarises
related work and Section 3 explains how the sparse flow optimisation in FQ-
CoDel works. Section 4 then presents our analytical framework and results
and Section 5 shows the real-world examples. Finally, Section 6 concludes.

2 Related work
While several studies have measured the performance of FQ-CoDel (e.g.,
[2–4]), none deal specifically with the sparse flow optimisation, and none offer
any analytical expressions for the performance of the algorithm. However,
similar algorithms have been subject to analysis, as summarised below.

FQ-CoDel is based on the deficit round-robin (DRR) scheduler [5]. The
authors of DRR propose an extension called DRR+ where "latency-sensitive
flows" are given priority as long as such a flow never sends more than x bytes
every time period T , which can be said to be an a priori analytical expression
for the constraints of a sparse flow. This mechanism is expanded upon in
the DRR++ [6] algorithm, which adds an extension to the mechanism to
better deal with bursty latency-sensitive flows. The scheduling of DRR++,
in particular, is identical to that of FQ-CoDel, except that DRR++ requires
flows to be explicitly classified as latency-sensitive (without specifying any
mechanism to do so), whereas FQ-CoDel applies the same scheduling to all
flows, which means that latency-sensitive flows are only classified implicitly.
However, since the authors of DRR++ assume an a priori classification of
latency-sensitive flows, there is no analysis of their constraints.

The implicit classification mechanism of FQ-CoDel is similar to that used
by the Shortest Queue First (SQF) queueing scheme [7], which works by
simply dequeueing packets from the shortest queue available at the time of
dequeue. This gives implicit priority to flows that do not build a queue, such
as voice flows and low-bandwidth video streams. However, since SQF does not
use a round-robin scheduler, it gives no service guarantees to the backlogged
bulk flows. The authors provide both analytical and experimental evaluations
of the algorithm performance characteristics in [8].

The Quick Fair Queueing (QFQ) algorithm [9] is an O(1) scheduling
algorithm that implements fairness queueing between flows in a way that
approximates a fluid model of the flows with high accuracy. The paper provides
an extensive analysis of its performance characteristics.

Finally, a comprehensive analysis of the number of active flows in a fairness
queueing system is provided in [10]. This does not treat queueing latency, nor
does it distinguish between types of traffic, such as sparse or bulk flows.
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3 The sparse flow optimisation
The FQ-CoDel sparse flow optimisation works as follows:

When a packet arrives at the router, it is hashed on its transport layer
5-tuple (source and destination IP, IP protocol number and source and des-
tination ports). The result of the hash, modulo the number of configured
queues, is the queue number of that packet, and the packet is enqueued to that
queue. If this queue is already active, no further action is taken. However, if
the queue is not already active, it is made active by being added to the end of
the list of new queues.

When dequeueing a packet, FQ-CoDel first finds a queue to dequeue from.
This is done by first looking at the list of new queues, which gives priority
to queues that recently transitioned from inactive to active. If the list of new
queues is empty, a queue is selected from the list of old queues (which is every
queue that is not a new queue). Having selected the appropriate queue (either
new or old), that queue gets to dequeue packets at most totalling quantum
bytes (which is configurable, but defaults to one MTU), and afterwards the
queue is moved to the end of the list of old queues. When a queue becomes
empty, it is removed (and so transitions to the inactive state) as long as it has
transitioned through the list of old queues at least once.

Since empty queues return to the inactive state, it is possible for a flow to
have all its packets trigger the re-activation of the queue when they arrive at
the router, which will give the flow effective priority for its entire duration. In
the following, we explore what it takes for a flow to achieve this.

4 Analytical framework
Consider an FQ-CoDel instance managing a bottleneck with transmission rate
R bytes per second, with N backlogged flows sharing the bottleneck (and so
each achieving a rate of R/N bytes per second). We do not concern ourselves
with the performance of the N flows, and we assume no hash collisions occur.
We furthermore assume all flows transmit packets of equal size L bytes and
that the FQ-CoDel quantum Q = L.

4.1 One sparse flow
Consider a sparse flow S transmitting packets of size LS ≤ L bytes. What is
the maximum transmission rate that permits this flow to be prioritised by
the sparse flow mechanism? We first assume that the packets of S are equally
spaced with inter-arrival time IS seconds.

When a packet from flow S arrives at the bottleneck, it will have to wait
for the packet currently being serviced to complete transmission. After this,
the queue of flow S will be activated as a new queue (i.e., get priority) and be
serviced immediately. Once the packet has been transmitted, the queue will
be moved to the end of the list of old queues, and if it is still empty after the
scheduler has cycled through all the backlogged flows, it will be removed.
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This means that to get treated as sparse, the next packet from S has to
arrive after the queue has been removed from the scheduler. I.e., after the
transmission of the previous packet in S , plus the bulk packet being serviced on
arrival, and one additional packet from each backlogged flow. This translates
to the following constraints on S :

IS >
L(N + 1) + LS

R
⇒ RS <

R
L
LS
(N + 1) + 1

(1)

Where RS is the rate of flow S .
Next, we consider what happens if the packets of S are not equally spaced

(i.e., that IS varies between subsequent packets), but still obeys the rate restric-
tion in (1). There are two cases to consider: The case where the packets of S
are sent in bursts of several back-to-back packets with longer spaces between
them, and the case where the inter-arrival time simply varies so that, say, every
other packet pair obeys (1) and every other pair does not.

In the case of bursts we assume that the bursts themselves are equally
spaced over the lifetime of the flow. If the total burst size is less than the
quantum size (i.e., Q >= nLS for bursts of n packets), all packets in the burst
will be dequeued at the same time, and we can simply consider the behaviour
equivalent to the case where the flow consists of single equally spaced packets
of size nLS . If the burst is larger than the quantum size, the first Q bytes of
each burst will be dequeued immediately, while the rest will be queued until
the next round of the scheduler13.

For the non-burst case, we consider the packets p1, . . . , pn of flow S with
inter-arrival times i1, . . . , in−1 since the previous packet. By assumption, the
average inter-arrival time is IS and obeys (1). This means that inter-arrival times
will alternate between being less than or more than IS . I.e., every sequence
of consecutive packet arrivals with inter-arrival times i−0 , . . . , i

−
j < IS will be

followed by a sequence of packet arrivals with inter-arrival times i+0 , . . . , i
+
k > IS

(otherwise (1) wouldn’t hold). We label the i’th sequence of packets with
inter-arrival times < IS as I −i , and the (ordered) set of all such sequences as
I−. Similarly, the j’th sequence of packets with inter-arrival times >= IS are
labelled I +j , with the set of all such sequences given as I+. We furthermore
impose a regularity constraint on the flow:

∀I −i ∈ I
− :

I −i + I
+
i

2
≥ IS (2)

where I −i is the average value of ik ∈ I −i . I.e., (2) states that every sequence
of packets with inter-arrival times smaller than IS must be followed by a
sequence of packets with inter-arrival times larger than IS , such that the average
inter-arrival time satisfies (1) when looking only at those two sub-sequences.

Given these constraints, packets in I + will receive the low latency perform-
ance from the sparse flow optimisations, while packets in I − will arrive while

13Since we assume that the average rate of the flow obeys (1), the queue has to be cleared out
before the next burst.
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the queue is already being scheduled, and so will experience higher queueing
latency. The actual queueing latency experienced by packets in I − depends on
the distribution of packets; exploring this is out of scope for this analysis.

4.2 Multiple sparse flows
If M sparse flows go through the bottleneck, and we assume that all sparse
flows have the same packet inter-arrival time IS , this inter-arrival time will
have to satisfy:

IS >
L(N + 1) + LSM

R
(3)

In the worst case scenario, the sparse flows synchronise (so packets from
all flows arrive at the same time). In this case, the expected queueing latency
for all sparse flows will be:

LS (M − 1) + L
2R

(4)

Where the L is due to the bulk flows not being preempted.
However, this worst-case latency is only seen if the sparse flows synchronise

so that their packets arrive at the same time (and have to queue behind one
another). We can express expected queueing latency of a sparse flow in the
average case by modelling the arrivals of sparse flows as follows.

Since we have bounded the inter-arrival time for each flow by (3), all flows
are by assumption sparse themselves. This means that when a packet on a
given sparse flow arrives at the bottleneck, it will not queue behind any other
packets from the same flow, but only behind other sparse flows. Since the
sparse flows are served in round-robin order, this becomes equivalent to a
FIFO queue of flows waiting to be serviced (each of which has a single packet
queued), and so we are really expressing the distribution of flow start times.
Assuming Poisson arrivals for the flows, this system can be expressed as an
M /D/1 queue (as link capacity and packet sizes are fixed). This will allow
us to express an upper bound on the expected queueing latency of the sparse
flows (since the flow arrival distribution with a fixed number of flows would
be a right-truncated exponential distribution, rather than the exponential
distribution assumed in an M /D/1 setting).

This M /D/1 queueing system has the following values for arrival rate (λ ),
service rate ( µ) and utilisation ( ρ ):

λ = M /IS, µ = R/LS, ρ =
MLS
RIS

(5)

From this, we can straight-forwardly express the expected queueing time
ωq as a function of the number of sparse flows, the packet size and inter-arrival
times and the link rate:
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ωq =
ρ

2µ(1 − ρ) =
MLS
RIS

2 R
LS

(
1 − MLS

RIS

)
=

MLS

2 R
LS
(RIS − MLS )

(6)

This is useful for predicting and upper bound the expected queueing time
for any concrete flow type (where these values are known), as we will see in
Section 5. Note that in the case where there are also bulk flows present, we
need to add L/2R to the expected queueing time, to account for the packet
that is being processed when a packet from a sparse flow arrives.

4.3 Impact on bulk flows
Since the sparse flow optimisation simply corresponds to inserting new queues
at the head of the round-robin list instead of at the tail, the steady-state
performance impact on bulk flows is the same as for DRR; i.e., given two
flows flow i and j , for each dequeue opportunity afforded to i, j has at least
one dequeue opportunity. As such, the expected service given to each flow
scales with the total number of bulk and sparse flows (i.e., it is proportional
to N + M ), in the worst case. In practice, many sparse flows will have rates
significantly lower than the bulk flows, in which case the DRR scheduler will
divide the spare capacity between the backlogged bulk flows.

4.4 Impact of changing the quantum
We initially assumed that the quantum Q = L, which means that a bulk flow
can dequeue a full packet every time it is scheduled. If Q > L, every bulk
flow is still serviced every scheduling round, but may dequeue more than one
packet. Whereas, if Q < L, each bulk flow will get a dequeue opportunity
every L/Q scheduling rounds and, conversely, only QN /L bulk flows will
dequeue a packet each round. In the case where only bulk flows are present,
these two effects cancel each other out. However, in the presence of sparse
flows, the quantum impacts the bounds on sparse flow inter-arrival time given
in (3). Assuming Q >= LS so sparse flows always dequeue a full packet when
they are scheduled, this becomes:

IS >
Q (N + 1) + LSM

R
(7)

5 Real-world examples
Using (6) and (7) we can compute two useful properties: The maximum
number of sparse flows a given link can sustain as a function of the number
of backlogged bulk flows at the bottleneck, and the expected queueing time
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for each such sparse flow. To do this, we can rewrite (7) as follows, while also
including the case where there are no bulk flows:

Mmax <


ISR
LS

, if N = 0

ISR −Q (N + 1)
LS

, if N > 0
(8)

We also need to assign some values to the variables in the equations. For
our example, we consider a 10 Mbps Ethernet link where bulk flows transmit
full-size (1518 bytes) packets and the quantum is set to coincide with this full
packet size (as is the default in FQ-CoDel), and the sparse flows consist of a
number of G.711 VoIP flows at the highest (64 Kbps) data rate, which transmits
packets of 218 bytes (160 bytes payload + RTP, UDP, IP and Ethernet headers)
at a fixed 20 ms interval. These values are summarised in Table 1.

Table 1: Values used in the numerical example

Variable Value

Q 1518B
LS 218B
IS 0.02s
R 1.25 MB/s (10 Mbps)

With these values, (8) tells us that the maximum number of VoIP flows
the bottleneck can handle while still treating them as sparse flows, is a linear
function of the number of bulk flows backlogged at the bottleneck. With no
bulk flows, 114 sparse flows can be serviced, which correspond to the number
of VoIP flows the bottleneck link has capacity for (each flow transmits at
a link-level rate of 87.2 Kbps). With 15 bulk flows backlogged, only three
simultaneous VoIP flows can traverse the bottleneck link as sparse flows, and
with more backlogged flows, the VoIP flows will no longer be treated as sparse.
The number of sparse flows per bulk flow is related to the ratio between the
quantum and the packet size of the VoIP flows.

Turning to the expected queueing time of the sparse flows themselves,
Figure 1 shows this as a function of the number of sparse flows. To verify
that the model accurately predicts an upper bound on the queueing latency,
we have also created a simulation of FQ-CoDel in the Salabim event-driven
simulator14. The results from the simulation are also included in the figure.15
Note that the expected queueing time does not depend on the number of bulk
flows, other than to limit the number of sparse flows that can be supported.
In fact, a sparse flow can experience lower latency when competing against

14http://www.salabim.org
15The bulk flows used in the simulation are fixed rate UDP flows. Further details of the

simulation runs are omitted here due to space constrains, but are available (along with the full
simulation source code) in [11].

http://www.salabim.org
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Figure 1: Expected queueing delay as a function of the number of sparse flows at the
bottleneck.
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bulk flows, than when competing against a large number of other sparse flows.
This limiting is illustrated by the two graphs, where Figure 1a shows the case
of no bulk flows and Figure 1b shows the case of a single bulk flow.

The thing to note here is that the expected queueing latency is kept very
low for all the sparse flows, and that adding bulk flows does not change this,
other than to add a constant to the queueing time corresponding to the packet
being processed when a sparse flow packet arrives. In fact, as Figure 1b shows,
the expected queueing latency even for the maximum number of sparse flows
that the link can handle, is less than two milliseconds with one or more bulk
flows limiting the number of sparse flows. So as long as an operator is using
(8) to calculate the max number of sparse flows the link can support, she can
be confident that the sparse flows themselves will achieve very low queueing
latency at the bottleneck.

6 Conclusion
We have analysed the performance characteristics of the sparse flow optim-
isation of FQ-CoDel. This analysis shows the constraints that flows must
satisfy to be considered sparse in a given scenario, which is dependent on the
number of flows (both bulk and sparse) and the link rate. We also formulate
expressions for the expected queueing latency for sparse flows.

Using a numerical example, we also show that for a given link and a given
type of sparse flows (VoIP traffic), the number of sparse flows that a given
bottleneck can service with the low sparse flow latency is only dependent on
the number of backlogged bulk flows at the bottleneck. And that as long as
the maximum number of sparse flows is not exceeded, all sparse flows can
expect a very low queueing latency.
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Abstract
The last several years has seen a renewed interest in smart queue

management to curb excessive network queueing delay, as people have
realised the prevalence of bufferbloat in real networks.

However, for an effective deployment at today’s last mile connections,
an improved queueing algorithm is not enough in itself, as often the
bottleneck queue is situated in legacy systems that cannot be upgraded. In
addition, features such as per-user fairness and the ability to de-prioritise
background traffic are often desirable in a home gateway.

In this paper we present Common Applications Kept Enhanced
(CAKE), a comprehensive network queue management system designed
specifically for home internet gateways. CAKE packs several compel-
ling features into an integrated solution, thus easing deployment. These
features include: bandwidth shaping with overhead compensation for
various link layers; reasonable DiffServ handling; improved flow hashing
with both per-flow and per-host queueing fairness; and filtering of TCP
ACKs.

Our evaluation shows that these features offer compelling advantages,
and that CAKE has the potential to significantly improve performance
of last-mile internet connections.

1 Introduction
Eliminating bufferbloat has been recognised as an important component in
ensuring acceptable performance of internet connections, especially as ap-
plications and users demand ever lower latencies. The last several years have
established that Active Queue Management and Fairness Queueing are effect-
ive solutions to the bufferbloat problem, and several algorithms have been
proposed and evaluated (e.g., [1–3]).
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However, while modern queueing algorithms can effectively control buf-
ferbloat, effective deployment presents significant challenges. The most imme-
diate challenge is that the home gateway device is often not directly in control
of the bottleneck link, because queueing persists in drivers or firmware of
devices that cannot be upgraded [1]. In addition, other desirable features in a
home networking context (such as per-user fairness, or the ability to explicitly
de-prioritise background applications) can be challenging to integrate with ex-
isting queueing solutions. To improve upon this situation, we have developed
Common Applications Kept Enhanced (CAKE), which is a comprehensive
network queue management system designed specifically for the home router
use case.

As outlined below, each of the issues that CAKE is designed to handle has
been addressed separately before. As such, the compelling benefit of CAKE is
that it takes state of the art solutions and integrates them to provide:

• a high-precision rate-based bandwidth shaper that includes overhead and
link layer compensation features for various link types.

• a state of the art fairness queueing scheme that simultaneously provides
both host and flow isolation.

• a Differentiated Services (DiffServ) prioritisation scheme with rate limit-
ing of high-priority flows and work-conserving bandwidth borrowing
behaviour.

• TCP ACK filtering that increases achievable throughput on highly asym-
metrical links.

CAKE is implemented as a queueing discipline (qdisc) for the Linux kernel.
It has been deployed as part of the OpenWrt router firmware for the last
several years and is in the process of being submitted for inclusion in the
mainline Linux kernel.16

The rest of this paper describes the design and implementation of CAKE
and is organised as follows: Section 2 outlines the desirable features of a
comprehensive queue management system for a home router, and recounts
related work in this space. Section 3 describes the design and implementation
of CAKE in more detail, and Section 4 evaluates the performance of the
various features. Finally, Section 5 concludes.

2 Background and Related Work
As mentioned initially, CAKE is designed to run on a home network gateway.
We have gathered significant experience with implementing such a system in
form of the Smart Queue Management (SQM) system shipped in the OpenWrt
router firmware project, which has guided the design of CAKE.

16We include links to the source code, along with the full evaluation dataset, in an online
appendix [4].
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In this section we provide an overview of the problems CAKE is designed
to address. We are not aware of any previous work addressing the home
gateway queue management challenges as a whole. However, several of the
issues that CAKE addresses have been subject of previous work, and so the
following subsections serve as both an introduction to the design space and an
overview of related work.

The four problems we seek to address are bandwidth shaping, queue
management and fairness, DiffServ handling and TCP ACK filtering. These
are each treated in turn in the following sections.

2.1 Bandwidth Shaping
A queue management algorithm is only effective if it is in control of the
bottleneck queue. Thus, queueing in lower layers needs to be eliminated,
which has been achieved in Linux for Ethernet [5] and WiFi [6]. However,
eliminating queueing at the link layer is not always possible, either because
the driver source code is unavailable, or because the link-layer is implemented
in inaccessible hardware or firmware (either on the same device or a separate
device, such as a DSL modem).

As an alternative, queueing in the lower layers can be avoided by deploying
a bandwidth shaper as part of the queue management system. By limiting the
traffic traversing the bottleneck link to a bandwidth that is slightly less than
the physical capacity of the link itself, queueing at the physical bottleneck
can be eliminated and bufferbloat avoided. Such bandwidth shaping can be
performed by a token bucket-based shaper (as is well-known from ATM
networks, e.g., [7]), or by a rate-based shaper (which is known from video
streaming applications, e.g., [8]).

The use of a shaper to move the link bottleneck wastes the bandwidth that
is the difference between the actual physical link capacity, and the set-point
of the shaper. To limit this waste, the shaper needs to be set as close to the
actual link bandwidth as possible, while avoiding sending bursts of packets at
a rate that is higher than the actual capacity. To achieve this, accurate timing
information on a per-packet basis is needed. In addition, the shaper must
account for link-layer framing and overhead. For instance, DSL links using
ATM framing split up data packets into an integer number of fixed-size cells,
which means that the framing overhead is a step function of packet size, rather
than a fixed value.

2.2 Queue Management
Having control of the bottleneck queue makes it possible to implement effect-
ive queue management that can all but eliminate bufferbloat. Such a queue
management scheme usually takes the form of an Active Queue Management
(AQM) algorithm, combined with a form of fairness queueing (FQ). Sev-
eral such schemes exist, and extensive evaluation is available in the literature
(e.g., [1–3, 9–11]).
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Among the state of the art algorithms in modern queue management, is
the FQ-CoDel algorithm [12]. FQ-CoDel implements a hybrid AQM/fairness
queueing scheme which isolates flows using a hashing scheme and schedules
them using a Deficit Round-Robin (DRR) [13] scheduler. In addition, FQ-
CoDel contains an optimisation that provides implicit service differentiation
for sparse (low-bandwidth) flows, similar to [14, 15]. Evaluations of FQ-
CoDel have shown that it achieves low queueing latency and high utilisation
under a variety of scenarios [1, 3].

However, while the FQ-CoDel scheduler provides flow isolation and
fairness, the transport layer flow is not always the right level of fairness in
the home gateway use case. Often, additional isolation between hosts on the
network is desirable; and indeed this per-host isolation was the most requested
feature of the SQM system. Host isolation is straight-forward to implement
in place of flow fairness in any fairness queueing based scheme (by simply
changing the function that maps packets into different queues), but we are not
aware of any practical schemes prior to CAKE that implement both host and
flow fairness.

2.3 DiffServ Handling
Even though flow-based fairness queueing offers a large degree of separation
between traffic flows, it can still be desirable to explicitly treat some traffic as
higher priority, and to have the ability to mark other traffic as low priority.
Since a home network generally does not feature any admission control, any
prioritisation scheme needs to be robust against attempts at abuse (so, e.g., a
strict priority queue does not work well). In addition, enabling prioritisation
should not affect the total available bandwidth in the absence of marked traffic,
as that is likely to cause users to turn the feature off.

Prioritisation of different traffic classes can be performed by reacting to
DiffServ markings [16]. This is commonly used in WiFi networks, where
DiffServ code points map traffic into four priority levels [17]. For the home
gateway use case, various schemes have been proposed in the literature (e.g.,
[18]), but as far as we are aware, none have seen significant deployment.

2.4 TCP ACK Filtering
TCP ACK filtering is an optimisation that has seen some popularity in highly
asymmetrical networks [19], and especially in cable modem deployments
[20]. The technique involves filtering (or thinning) TCP acknowledgement
(ACK) packets by inspecting queues and dropping ACKs if a TCP flow has
several consecutive ACKs queued. This can improve performance on highly
asymmetrical links, where the reverse path does not have sufficient capacity to
transport the ACKs produced by the forward path TCP flow. However, ACK
filtering can also have detrimental effects on performance, for instance due to
cross layer interactions [21].
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3 The Design of CAKE
The design of CAKE builds upon the basic fairness scheduler design of FQ-
CoDel, but adds features to tackle the areas outlined in the previous section.
The following sections outline how CAKE implements each of these features.

3.1 Bandwidth Shaping
CAKE implements a rate-based shaper, which works by scheduling packet
transmission at precise intervals using a virtual transmission clock. The clock
is initialised by the first packet to arrive at an empty queue, and thereafter is
incremented by the calculated serialisation delay of each transmitted packet.
Packets are delayed until the system time has caught up with the virtual clock.
If the clock schedule is reached while the queue is empty, the clock is reset and
the link goes idle.

This shaper handles bandwidth ranging over several orders of magnitude,
from several Kbps to several Gbps. In addition, the rate-based shaper does
not require a burst parameter, which simplifies configuration as compared
to a token-bucket shaper. It also eliminates the initial burst observed from
token-bucket shapers after an idle period. This is important for controlling
the bottleneck queue, as this initial burst would result in queueing at the real
bottleneck link.

3.1.1 Overhead and Framing Compensation

As mentioned in Section 2.1 above, the shaper accounts for the actual size of a
packet on the wire, including any encapsulation and overhead, which allows the
rate to be set closer to the actual bottleneck bandwidth, thus eliminating waste.
We believe it is safe to set a rate within 0.1% of the actual link rate when the
overhead compensation is configured correctly, with a margin mainly required
to accommodate slight variations in the actual bottleneck link bandwidth,
caused by, e.g., clock drift in the hardware.

CAKE implements an overhead compensation algorithm which begins
by determining the size of the network-layer packet, stripped of any MAC
layer encapsulation. Having determined the network-layer packet size, the
configured overhead can be added to yield the correct on-the-wire packet size,
followed optionally by a specialised adjustment for ATM or PTM framing.
This algorithm is shown in Algorithm 1.

Using the network-layer packet size and adding a manually configured
overhead value is required because the values reported by the kernel are
often wrong due to idiosyncrasies of the CPE unit. While this does make
configuration a bit more complex, we seek to alleviate this by providing
keywords for commonly used configurations.

As part of the overhead compensation, CAKE also optionally splits "super
packets" generated by hardware offload features. These super packets are
essential for operating at high bandwidths, as they help amortise fixed network
stack costs over several packets. However, at lower bandwidths they can hurt
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Algorithm 1 Shaping and overhead compensation algorithm. T_next is the time
at which the next packet is eligible for tranmission.

1: function enqueue(pkt)
2: net_len← pkt.len−network_offset(pkt)
3: adj_len← net_len + overhead
4: if ATM framing is enabled then
5: adj_len← ceiling(adj_len / 48) * 53
6: else if PTM framing is enabled then
7: adj_len← ceiling(adj_len / 64) * 65
8: pkt.adj_len← adj_len
9: if backlog is zero and T_next is after Now then

10: T_next← Now
11: function dequeue

12: if T_next is after Now then
13: Schedule interrupt at T_next
14: return Nil
15: pkt← Choose Packet
16: T_next← T_next + pkt.adj_len ∗ time_per_byte
17: return pkt

latency, in particular when a link with a high physical bandwidth is shaped
to a lower rate. For this reason, we conditionally split super packets when
shaping at rates lower than 1 Gbps. This allows CAKE to ensure low latency
at lower rates, while still scaling to full line rate on a 40Gbps link.

3.2 Flow Isolation and Hashing
CAKE replaces the direct hash function used in FQ-CoDel with an 8-way
set-associative hash. While set-associative hashing has been well-known for
decades as a means to improve the performance of CPU caches [22], it has
not seen much use in packet scheduling. Conceptually, a k−way set-associative
hash with n total buckets can be thought of as a plain hash with n/k buckets
that is only considered to have a collision if more than k items hash into the
same bucket. As can be seen in Figure 1, this significantly reduces the hash
collision probability up to the point where the number of flows is larger than
the number of queues.17

3.2.1 Host Isolation

With flow fairness, hosts can increase their share of the available bandwidth by
splitting their traffic over multiple flows. This can be prevented by providing
host fairness at the endpoint IP address level, which CAKE can do in addition
to flow fairness.

The host isolation is simple in concept: The effective DRR quantum is
divided by the number of flows active for the flow endpoint. This mechanism

17See how we computed these probabilities in the online appendix.
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Figure 1: Probability that a new flow will experience a hash collision, as a function of
the number of active flows. 1024 total queues.

can be activated in three different modes: source address fairness, in which
hosts on the local LAN receive equal share, destination address fairness, in
which servers on the public internet receive an equal share, or "triple isolate"
mode, in which the maximum of the source and destination scaling is applied
to each flow. CAKE also hooks into the Linux kernel Network Address
Translation (NAT) subsystem to obtain the internal host address of a packet,
which would otherwise be obscured since packets are queued after NAT is
applied.

CAKE accomplishes this scaling as shown in Algorithm 2: When a packet
is enqueued it is hashed into a queue using the transport layer port numbers
along with the source and destination IP addresses. In addition, two separate
hashes are performed on the packet destination IP address and source IP
address. A separate set of hash buckets is kept for these address hashes. These
buckets do not contain a queue of packets, but instead a data structure that
keeps two reference counts for each IP address, which track the number of
active flows with the given address as source and destination, respectively.

The per-IP reference counts are used to modify the quantum for each active
flow. When a flow is scheduled, its "host load" is calculated as the maximum of
the reference counts for its source and destination IP addresses. The effective
quantum of the flow is simply divided by this load value, which achieves the
desired scaling.

3.3 DiffServ handling
CAKE provides a small number of preset configurations, which map each
DiffServ code point into a priority tier. If the shaper is in use, each priority
tier gets its own virtual clock, which limits that tier’s rate to a fraction of the
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Algorithm 2 Host isolation algorithm.

1: function enqueue(pkt)
2: flow_hash← hash(pkt.hdr)
3: src_hash← hash(pkt.src_ip)
4: dst_hash← hash(pkt.dst_ip)
5: flow← flows[flow_hash]
6: if flow is not active then
7: hosts[src_hash].refcnt_src++
8: hosts[dst_hash].refcnt_dst++
9: flow.active← 1

10: flow.src_id← src_hash
11: flow.dst_id← dst_hash
12: function get_quantum(flow)
13: refcnt_src← hosts[flow.src_id].refcnt_src
14: refcnt_dst← hosts[flow.dst_id].refcnt_dst
15: host_load← max(refcnt_src, refcnt_dst, 1)
16: return flow.quantum/host_load

overall shaped rate. When dequeueing a packet, the algorithm simply picks the
highest-priority tier which both has queued traffic and whose schedule is due,
if one exists. To allow tiers to borrow excess bandwidth from one another, the
dequeue algorithm also tracks the earliest schedule time of all non-empty tiers,
and if no other eligible tier is available, that tier is picked instead (within the
overall shaper limits).

When the shaper is not in use, CAKE instead uses a simple weighted DRR
mechanism to schedule the different priority tiers, with the same weights as the
shaper fractions mentioned above. This has weaker precedence guarantees for
high-priority traffic, but provides the same proportional capacity reservation
and the ability to borrow spare capacity from less than fully loaded tiers.

CAKE defaults to a simple, three-tier mode that interprets most code
points as "best effort", but places CS1 traffic into a low-priority "bulk" tier
which is assigned 1/16 of the total rate, and a few code points indicating
latency-sensitive or control traffic (specifically TOS4, VA, EF, CS6, CS7) into
a "latency sensitive" high-priority tier, which is assigned 1/4 rate. The other
DiffServ modes supported by CAKE are a 4-tier mode matching the 802.11e
precedence rules [17], as well as two 8-tier modes, one of which implements
strict precedence of the eight priority levels.

3.4 ACK filtering
CAKE contains an ACK filtering mechanism that drops redundant ACKs
from a TCP flow. The mechanism takes advantage of the per-flow queueing
by scanning the queue after every packet enqueue, to identify a pure ACK
(i.e., an ACK with no data) that was made redundant by the newly enqueued
packet. An ACK is only filtered if the newly enqueued packet contains
an acknowledgement of strictly more bytes than the one being filtered. In
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particular, this means that duplicate ACKs are not filtered, so TCP’s fast
retransmit mechanism is not affected. In addition, the filter parses TCP
headers and only drops a packet if that will not result in loss of information at
the sender; and packets with unknown headers are never dropped, to avoid
breaking future TCP extensions. The filter has two modes of operation: a
conservative mode that will always keep at least two redundant ACKs queued,
and an aggressive mode, that only keeps the most recently enqueued ACK.

4 Performance Evaluation
In this section, we present a performance evaluation of CAKE. All tests are
performed on a testbed that emulates a pair of hosts communicating through a
low-bandwidth link. We use the Flent testing tool [23] to run the tests, and the
data files are available on the companion web site.16 Unless otherwise stated
below, all tests are run on a symmetrical 10 Mbps link with 50 ms baseline
latency. Our basic test is the Real-Time Response Under Load test, which
consists of running four TCP flows in each traffic direction, along with three
different latency measurement flows [24].
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Figure 2: Baseline throughput and latency of CAKE and FQ-CoDel on a 10 Mbps
link.

As can be seen in Figure 2, the baseline performance of CAKE is compar-
able to that of FQ-CoDel: both achieve low latency and high throughput in
the baseline test. This is expected, since CAKE is derived from FQ-CoDel.
For a more comprehensive comparison of FQ-CoDel with other queue man-
agement algorithms, we refer the reader to [1]. Instead, the remainder of this
evaluation focuses on the features outlined in the previous sections.

4.1 Host Isolation
To evaluate the host isolation feature of CAKE, we run a varying number
of TCP flows between two source hosts and four destination hosts. Source
host A runs one flow to each of destination hosts A and B, and two flows to
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Figure 3: Host isolation performance with TCP flows from two source hosts to four
destination hosts. The columns show different algorithms; each bar shows the average
flow goodput.

destination host C, while source host B runs one flow to each of destination
hosts C and D. This makes it possible to demonstrate the various working
modes of CAKE’s host isolation feature.

The result of this test is shown in Figure 3. It shows four configurations
of CAKE (no host isolation, source host isolation, destination host isolation
and triple isolation) and a test with FQ-CoDel as the queue management
algorithm. As can be seen in the figure, both FQ-CoDel and CAKE with no
host isolation provide complete fairness between all six flows.

The figure also clearly shows the various modes of flow isolation supported
by CAKE: In destination fairness mode (second column), the four destination
hosts get the same total share, which results in each of the three flows to
destination host C getting 1/3 of the bandwidth of the three other hosts
(which only have one flow each). Similarly, in source fairness mode (third
column), the two source hosts share the available capacity, which results in
the two flows from source B getting twice the share each compared to the four
flows from host A.

In the triple isolation case, we see the flow bandwidths correspond to
the quantum scaling outlined in Algorithm 2: The first four flows get their
quantum scaled by 1/4 since there are four flows active from host A. The fifth
flow gets its quantum scaled by 1/3 since there are three flows active to host C.
And finally, the last flow gets its quantum scaled by 1/2 as there are two flows
active from host B.



Piece of CAKE 109

4.2 DiffServ Handling
To demonstrate the DiffServ prioritisation features of CAKE we perform two
tests: An RRUL test with each flow marked with a different DiffServ priority,
and another test where a high-priority fixed-rate flow competes with several
TCP flows.

The result of the former test is seen in Figure 4. This shows that when
DiffServ mode is not enabled, all four flows get the same share of the available
bandwidth, while in the DiffServ-enabled case, the Best Effort (BE) flow gets
most of the bandwidth. This latter effect is important for two reasons: First,
it shows that a flow marked as background (BK) is successfully de-prioritised
and gets less bandwidth. Secondly, it shows that the high-priority flows (CS5
and EF) are limited so as to not use more than the share of the bandwidth
allocated to the high-priority DiffServ classes.

BE BK CS
5 EF BE BK CS
5 EF
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2

4

M
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ts
/s

No DiffServ DiffServ4

Figure 4: TCP flows on different DiffServ code points.

To look at the latency performance of a high-priority flow, we turn to
Figure 5. This shows the latency over time of a fixed-rate 2 Mbps flow, which
marks its packets with the high-priority EF DiffServ marking. This is meant
to represent a real-time video conversation. In the test, the flow competes
with 32 bulk TCP flows. As can be seen in the figure, both FQ-CoDel and
CAKE with DiffServ prioritisation disabled fail to ensure low latency for the
high-priority flow. Instead, when the bulk flows start after five seconds, a
large latency spike is seen, since the real-time flow has to wait for the initial
packets of the 32 TCP flows. This causes the real-time flow to build a large
queue for itself (since it does not respond to congestion signals), which then
drains slowly back to a steady state around 200 ms (for CAKE) or oscillating
between 50 and 500 ms (for FQ-CoDel). In contrast, the DiffServ-enabled
CAKE keeps the real-time flow completely isolated from the bulk TCP flows,
ensuring it sees no added latency over the duration of the test.

4.3 ACK Filtering
Figure 6 shows the performance of ACK filtering on a highly asymmetrical
link with 30 Mbps download capacity and only 1 Mbps upload capacity.
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Figure 5: Latency over time of a 2 Mbps fixed-rate flow with 32 competing bulk flows
on a 10 Mbps link. The Y-axis shows additional latency above the base latency of 50
ms. The bulk flows start after 5 seconds.

On this link, we run four simultaneous TCP uploads and four simultaneous
TCP downloads. The results of this are shown in Figure 6, which shows
the aggregate throughput of all four flows in each direction, along with the
added latency of a separate measurement flow. Values are normalised to the
baseline without ACK filtering to be able to fit on a single graph. As the figure
shows, we see a goodput improvement of around 15% in the downstream
direction caused by either type of ACK filtering, which shows that insufficient
bandwidth for ACKs can impact transfers in the other direction. For upload,
the conservative filtering increases goodput by about 10%, while the aggressive
filtering increases throughput by as much as 40%, simply by reducing the
bandwidth taken up by ACK packets. We attribute the increase in latency to
increased congestion in the downlink direction, which is alleviated somewhat
by fewer ACKs being queued in the upstream direction in the aggressive case.
The absolute magnitude of the latency increase is only 5 ms.

5 Conclusions
CAKE is a comprehensive queue management system for home gateways, that
packs several compelling features into an integrated solution, with reasonable
defaults to ease configuration. These features include: bandwidth shaping with
overhead compensation for various link layers; reasonable DiffServ handling;
improved flow hashing with both per-flow and per-host queueing fairness; and
filtering of TCP ACKs.
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Figure 6: ACK filtering performance on a 30/1 Mbps link. The graph scales are
normalised to the "No filtering" case. The download and upload value ranges are
24.5-27.5 Mbps and 0.45-0.7 Mbps, respectively. The latency range is 2.6-7.5 ms.

Our evaluation shows that these features offer compelling advantages, and
we believe CAKE has the potential to significantly improve the perform-
ance of last-mile internet connections. CAKE is open source and ready for
deployment, and already ships in the OpenWrt router firmware distribution.18
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Abstract

With more devices connected, delays and jitter at the WiFi hop be-
come more prevalent, and correct functioning during network congestion
becomes more important. However, two important performance issues
prevent modern WiFi from reaching its potential: increased latency un-
der load caused by excessive queueing (i.e. bufferbloat) and the 802.11
performance anomaly.

To remedy these issues, we present a novel two-part solution. We
design a new queueing scheme that eliminates bufferbloat in the wireless
setting. Leveraging this queueing scheme, we then design an airtime
fairness scheduler that operates at the access point and doesn’t require
any changes to clients.

We evaluate our solution using both a theoretical model and experi-
ments in a testbed environment, formulating a suitable analytical model
in the process. We show that our solution achieves an order of magnitude
reduction in latency under load, large improvements in multi-station
throughput, and nearly perfect airtime fairness for both TCP and down-
stream UDP traffic. Further experiments with application traffic confirm
that the solution provides significant performance gains for real-world
traffic.We develop a production quality implementation of our solution
in the Linux kernel, the platform powering most access points outside of
the managed enterprise setting. The implementation has been accepted
into the mainline kernel distribution, making it available for deployment
on billions of devices running Linux today.

1 Introduction
As more mobile devices connect to the internet, and internet connections
increase in capacity, WiFi is increasingly the bottleneck for users of the internet.
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This means that congestion at the WiFi hop becomes more common, which in
turn increases the potential for bufferbloat at the WiFi link, severely degrading
performance [1].

The 802.11 performance anomaly [2] also negatively affects the perform-
ance of WiFi bottleneck links. This is a well-known property of WiFi net-
works: if devices on the network operate at different rates, the MAC protocol
will ensure throughput fairness between them, meaning that all stations will
effectively transmit at the lowest rate. The anomaly was first described in
2003, and several mitigation strategies have been proposed in the literature
(e.g., [3, 4]), so one would expect the problem to be solved. However, none of
the proposed solutions have seen widespread real-world deployment.

Recognising that the solutions to these two problems are complementary,
we design a novel queue management scheme that innovates upon previous
solutions to the bufferbloat problem by adapting it to support the 802.11 suite
of WiFi protocols. With this queueing structure in place, eliminating the per-
formance anomaly becomes possible by scheduling the queues appropriately.
We develop a deficit-based airtime fairness scheduler to achieve this.

We implement our solution in the WiFi stack of the Linux kernel. Linux
is perhaps the most widespread platform for commercial off-the-shelf routers
and access points outside the managed enterprise, and hundreds of millions of
users connect to the internet through a Linux-based gateway or access point on
a daily basis. Thus, while our solution is generally applicable to any platform
that needs to support WiFi, using Linux as our example platform makes it
possible to validate that our solution is of production quality, and in addition
gives valuable insights into the practical difficulties of implementing these
concepts in a real system.

The rest of this paper describes our solution in detail, and is structured as
follows: Section 2 describes the bufferbloat problem in the context of WiFi
and the WiFi performance anomaly, and shows the potential performance
improvement from resolving them. Section 3 describes our proposed solution
in detail and Section 4 presents our experimental evaluation. Finally, Section 5
summarises related work and Section 6 concludes.

2 Background
In this section we describe the two performance issues we are trying to solve –
Bufferbloat in the WiFi stack and the 802.11 performance anomaly. We explain
why these matter, and show the potential benefits from solving them.

2.1 Bufferbloat in the context of WiFi
Previous work on eliminating bufferbloat has shown that the default buffer
sizing in many devices causes large delays and degrades performance. It also
shows that this can be rectified by introducing modern queue management to
the bottleneck link [1, 5, 6]. However, this does not work as well for WiFi;
prior work has shown that neither decreasing buffer sizes [7] nor applying
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Figure 1: The queueing structure of the Linux WiFi stack.
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queue management algorithms to the WiFi interface [1] can provide the same
reduction in latency under load as for wired links.

The reason for the limited effect of prior solutions is queueing in the
lower layers of the wireless network stack. For Linux, this is clearly seen
in the queueing structure, depicted in Figure 1. The upper queue discipline
("qdisc") layer, which is where the advanced queue management schemes can
be installed, sits above both the mac80211 subsystem (which implements the
base 802.11 protocol) and the driver. As the diagram shows, there is significant
unmanaged queueing in these lower layers, limiting the efficacy of the queue
management schemes and leading to increased delay. Such a design is typical
for an environment where low-level protocol details impose a certain queueing
structure (as opposed to a wired Ethernet network, where the protocol-specific
processing performed by the driver does not necessitate queueing). In WiFi
this queueing is needed to build aggregates (and to a lesser extent to keep the
hardware busy within the time constrains imposed by the protocol), but a
similar situation can be seen in, e.g., mobile broadband devices, DSL modem
drivers, and even in some VPN protocols, where the encryption processing
can require a separate layer of queueing.

To solve this, an integrated queueing scheme is needed, that applies modern
queue management to the protocol-specific queueing structures. In Section 3
we describe our design of such a solution for the WiFi domain. Figure 2
showcases the gain from applying our solution. The figure shows a latency
measurement (ICMP ping) performed simultaneously with a simple TCP
download to each of the stations on the network. The dashed line shows the
state of the Linux kernel before we applied our solution, with several hundred
milliseconds of added latency. The solid line shows the effects of applying
the solution we propose in this paper – a latency reduction of an order of
magnitude.
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Figure 2: Latency of an ICMP ping flow with simultaneous TCP download traffic,
before and after our modifications.
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2.2 Airtime fairness
The 802.11 performance anomaly was first described for the 802.11b standard
in [2], which showed that in a wireless network with differing rates, each
station would achieve the same effective throughput even when their rates
were different. Later work has shown both analytically and experimentally that
time-based fairness improves the aggregate performance of the network [3],
and that the traditional notion of proportional fairness [8] translates to airtime
fairness when applied to a WiFi network [9].

This latter point is an important part of why airtime fairness is desirable –
proportional fairness strikes a balance between network efficiency and allowing
all users a minimal level of service. Since a wireless network operates over a
shared medium (the airwaves), access to this medium is the scarce resource
that needs to be regulated. Achieving airtime fairness also has the desirable
property that it makes a station’s performance dependent on the number of
active stations in the network, and not on the performance of each of those
other stations.

The addition of packet aggregation to WiFi (introduced in 802.11n and
also present in 802.11ac) adds some complexity to the picture. To quantify the
expected gains of airtime fairness in the context of these newer revisions of
802.11, the following section develops an analytical model to predict through-
put and airtime usage.

2.2.1 An analytical model for 802.11 with aggregation

The models in [2] and [3] give analytical expressions for expected throughput
and airtime share for 802.11b (the latter also under the assumption of airtime
fairness). Later work [10] updates this by developing analytical expressions
for packet sizes and transmission times for a single station using 802.11n.
However, this work does not provide expressions for predicting throughput
and airtime usage. In this section we expand on the work of [10] to provide
such an expression. While we focus on 802.11n here, the 802.11ac standard
is backwards-compatible with 802.11n as far as the aggregation format is
concerned, so these calculations apply to the newer standard as well.

For the following exposition, we assume a set of active stations, I . Each
station, i, transmits aggregates of a fixed size of Li bytes. In practice, the
aggregates are composed of data packets, plus overhead and padding. The
802.11n standard permits two types of aggregation (known as A-MPDU
and A-MSDU), which differ in how they combine packets into MAC-layer
aggregates. For A-MPDU aggregation (which is the most common in use in
802.11n devices), the size of an aggregate consisting of ni packets of size li is
given by:

Li = ni (li + Ldel im + Lmac + LF C S + Lpad ) (1)

where Ldel im,Lmac ,LF C S,Lpad are, respectively, the frame delimiter, MAC
header, frame check sequence and frame padding. However, these details
are not strictly necessary for our exposition, so we leave them out in the
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Table 1: Calculated airtime, calculated rate and measured rate for the three stations
(two fast and one slow) in our experimental setup. The aggregation size is the measured
mean aggregation size (in bytes) from our experiments and the measured rates (Exp
column) are mean UDP throughput values.

Aggr
size

T (i) Rates (Mbps)

PHY Base R(i) Exp

Baseline (FIFO queue)1
6892 10% 144.4 97.3 9.7 7.1
7833 11% 144.4 101.1 11.4 6.3
2914 79% 7.2 6.5 5.1 5.3

Total 26.4 18.7

Airtime Fairness
28434 33% 144.4 126.7 42.2 38.8
28557 33% 144.4 126.8 42.3 35.6
2914 33% 7.2 6.5 2.2 2.0

Total 86.8 76.4

following and instead refer to [10] for a nice overview of the details of aggregate
composition.

A station transmits data over the air at a particular data rate ri (measured
in bits per second). So the time to transmit the data portion of an aggregate is
simply:

Tdat a (i) =
8Li
ri

(2)

From this we can compute the expected effective station rate, assuming no
errors or collisions, and no other active stations:

R0 (i) =
Li

Tdat a (i) +Toℎ
(3)

where Toℎ is the per-transmission overhead, which consists of the frame
header, the inter-frame spacing, the average block acknowledgement time, and
the average back-off time before transmission. We again leave out the details
and point interested readers to [10, 11].

Turning to airtime fairness, we borrow two insights from the analysis
in [3]:

1. The rate achieved by station i is simply given by the baseline rate it can
achieve when no other stations are present (i.e., R0 (i)) multiplied by
the share of airtime available to the station.

1The aggregation size and throughput values vary quite a bit for this test, because of the
randomness of the FIFO queue emptying and filling. We use the median value over all repetitions
of the per-test mean throughput and aggregation size; see the online appendix for graphs with
error bars.
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2. When airtime fairness is enforced, the airtime is divided equally among
the stations (by assumption). When it is not, the airtime share of
station i is the ratio between the time that station spends on a single
transmission (i.e., Tdat a (i) ) and the total time all stations spend doing
one transmission each.

With these points in mind, we express the expected airtime share T (i) and
rate R(i) as:

T (i) =
{ 1
|I | with fairness
Tdat a (i)∑
j∈I Tdat a ( j)

otherwise
(4)

R(i) = T (i)R0 (i) (5)

Using the above, we can calculate the expected airtime share and effect-
ive rate for each station in our experimental setup. The assumption of no
contention holds because all data is transmitted from the access point. As
the queueing structure affects the achievable aggregation level (and thus the
predictions of the model), we use the measured average aggregation levels in
our experiments as input to the model.

The model predictions, along with the actual measured throughput in
our experiments, are shown in Table 1. The values will be discussed in more
detail in Section 4, so for now we will just remark that this clearly shows
the potential of eliminating the performance anomaly: An increase in total
throughput by up to a factor of five.

3 Our solution
We focus on the access point scenario in formulating our solution, since a
solution that only requires modifying the access point makes deployment
easier as there are fewer devices to upgrade. However, WiFi client devices can
also benefit from the proposed queueing structure. And while we have focused
on 802.11n here, the principles apply equally to both earlier (802.11abg) and
newer (802.11ac) standards. The rest of this section describes the two parts of
our solution, and outlines the current implementation status in Linux.

3.1 A bloat-free queueing structure for 802.11
An operating system networking stack has many layers of intermediate queueing
between different subsystems, each of which can add latency. For specialised
systems, it is possible to remove those queues entirely, which achieves signific-
ant latency reductions [12]. While such a radical restructuring of the operating
system is not always possible, the general principle of collapsing multiple
layers of queues can be applied to the problem of reducing bufferbloat in WiFi.

As mentioned in Section 2.1, an integrated queueing structure is needed
to deal with protocol-specific constraints while still eliminating bufferbloat.



124 Paper V

What we propose here is such an integrated structure that is specifically suited
to the 802.11 MAC. The components we use to build this structure already
exists in various forms; the novelty of our solution lies in their integration,
and some algorithmic innovations to make the implementation feasible, even
on small devices.

There are three main constraints we must take into account when designing
our queueing scheme. First, we must be able to handle aggregation; the 802.11e
standard specifies that packets can be assigned different Traffic Identifiers
(TIDs) (typically based on their DiffServ markings [13]), and the 802.11n
standard specifies that aggregation be performed on a per-TID basis. Second,
we must have enough data processed and ready to go when the hardware wins
a transmit opportunity; there is not enough time to do a lot of processing at
that time. Third, we must be able to handle packets that are re-injected from
the hardware after a failed transmission; these must be re-transmitted ahead of
other queued packets, as transmission can otherwise stall due to a full Block
Acknowledgement Window.

The need to support aggregation, in particular, has influenced our proposed
design. A generic packet queueing mechanism, such as that in the Linux
qdisc layer (see Section 2.1), does not have the protocol-specific knowledge
to support the splitting of packets into separate queues, as is required for
aggregation. And introducing an API to communicate this knowledge to the
qdisc layer would impose a large complexity cost on this layer, to the detriment
of network interfaces that do not have the protocol-specific requirements. So
rather than modifying the generic queueing layer, we bypass it completely,
and instead incorporate the smart queue management directly into the 802.11
protocol-specific subsystem. The main drawback of doing this is, of course,
a loss of flexibility. With this design, there is no longer a way to turn off
the smart queue management completely; and it does add some overhead to
the packet processing. However, as we will see in the evaluation section, the
benefits by far outweigh the costs.

We build our smart queue management solution on the FQ-CoDel queue
management scheme, which has been shown to be a best-in-class bufferbloat
mitigation technique [1, 5, 6]. The original FQ-Codel algorithm is a hybrid
fairness queueing and AQM algorithm [14]. It functions as a Deficit Round-
Robin (DRR) scheduler [15] between flows, hashing packets into queues based
on their transport protocol flows, and applying the CoDel AQM separately
to each queue, in order to keep the latency experienced by each flow under
control. FQ-CoDel also adds an optimisation for sparse flows to the basic
DRR algorithm. This optimisation allows flows that use less than their fair
share of traffic to gain scheduling priority, reducing the time their packets
spend in the queue. For a full explanation of FQ-CoDel, see [14].

FQ-CoDel allocates a number of sub-queues that are used for per-flow
scheduling, and so simply assigning a full instance of FQ-CoDel to each TID is
impractical. Instead, we innovate on the FQ-CoDel design by having it operate
on a fixed total number of queues, and group queues based on which TID they
are associated with. So when a packet is hashed and assigned to a queue, that
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Algorithm 3 802.11 queue management algorithm - enqueue.

1: function enqueue(pkt, tid)
2: if queue_limit_reached( ) then . Global limit
3: drop_queue← find_longest_queue( )

4: drop(drop_queue.head_pkt)
5: queue← hash(pkt)
6: if queue.tid ≠ NULL and queue.tid ≠ tid then
7: queue← tid.overflow_queue . Hash collision
8: queue.tid← tid
9: timestamp(pkt) . Used by CoDel at dequeue

10: append(pkt, queue)
11: if queue is not active then
12: list_add(queue, tid.new_queues)

queue is in turn assigned to the TID the packet is destined for. In case that
queue is already active and assigned to another TID (which means that a hash
collision has occurred), the packet is instead queued to a TID-specific overflow
queue.20 A global queue size limit is kept, and when this is exceeded, packets
are dropped from the globally longest queue, which prevents a single flow
from locking out other flows on overload. The full enqueue logic is shown in
Algorithm 3.

The lists of active queues are kept in a per-TID structure, and when a
TID needs to dequeue a packet, the FQ-CoDel scheduler is applied to the
TID-specific lists of active queues. This is shown in Algorithm 4.

The obvious way to handle the two other constraints mentioned above
(keeping the hardware busy, and handling retries), is, respectively, to add a
small queue of pre-processed aggregates, and to add a separate priority queue
for packets that need to be retried. And indeed, this is how the ath9k driver
already handled these issues, so we simply keep this. The resulting queueing
structure is depicted in Figure 3.

3.2 Airtime fairness scheduling
Given the above queueing structure, achieving airtime fairness becomes a
matter of measuring the airtime used by each station, and appropriately
scheduling the order in which stations are served. For each packet sent or
received, the packet duration can either be extracted directly from a hardware
register, or it can be calculated from the packet length and the rate at which it
was sent (including any retries). Each packet’s duration is subtracted from a
per-station airtime deficit which is used by a deficit scheduler, modelled after
FQ-CoDel, to decide the destination station ahead of each transmission. The
decision to keep the deficit per station instead of per TID follows from the fact

20A hash collision can of course also mean that two flows assigned to the same TID end up in
the same queue. In this case, no special handling is needed, and the two flows will simply share a
queue like in any other hash-based fairness queueing scheme.
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Algorithm 4 802.11 queue management algorithm - dequeue.

1: function dequeue(tid)
2: if tid.new_queues is non-empty then
3: queue← list_first(tid.new_queues)
4: else if tid.old_queues is non-empty then
5: queue← list_first(tid.old_queues)
6: else
7: return NULL
8: if queue.deficit ≤ 0 then
9: queue.deficit← queue.deficit + quantum

10: list_move(queue, tid.old_queues)
11: restart
12: pkt← codel_dequeue(queue)
13: if pkt is NULL then . queue empty
14: if queue ∈ tid.new_queues then
15: list_move(queue, tid.old_queues)
16: else
17: list_del(queue)
18: queue.tid← NULL
19: restart
20: queue.deficit← queue.deficit − pkt.length
21: return pkt

that the goal of airtime fairness is to even out differences in the physical signal
conditions, which is a per-station property. However, because the four 802.11
QoS precedence markings (VO, VI, BE and BK) are commonly scheduled
independently down to the hardware level, we actually keep four deficits per
station, corresponding to the four precedence levels, to simplify the scheduler
implementation.

The resulting airtime fairness scheduler is shown in Algorithm 5. It is
similar to the the FQ-CoDel dequeue algorithm, with stations taking the
place of flows, and the deficit being accounted in microseconds instead of
bytes. The two main differences are (1) that the scheduler function loops
until the hardware queue becomes full (at two queued aggregates), rather than
just dequeueing a single packet; and (2) that when a station is chosen to be
scheduled, it gets to build a full aggregate rather than a single packet.

Compared to the closest previously proposed solution [16], our scheme
has several advantages:

1. We lower implementation complexity by leveraging existing information
on per-aggregate transmission rates and time, and by using a per-station
deficit instead of token buckets, which means that no token bucket
accounting needs to be performed at TX and RX completion time.

2. [16] measures time from an aggregate is submitted to the hardware until
it is sent, which risks including time spent waiting for other stations
to transmit. We increase accuracy by measuring the actual time spent
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transmitting, and by also accounting the airtime from received frames
to each station’s deficit.

3. We improve on the basic scheduler design by adding an optimisation for
sparse stations, analogous to FQ-CoDel’s sparse flow optimisation. This
improves latency for stations that only transmit occasionally, by giving
them temporary priority for one round of scheduling. We apply the
same protection against gaming this mechanism that FQ-CoDel does to
its sparse flow mechanism [14].

Algorithm 5 Airtime fairness scheduler. The schedule function is called on packet
arrival and on transmission completion.

1: function schedule

2: while hardware queue is not full do
3: if new_stations is non-empty then
4: station← list_first(new_stations)
5: else if old_stations is non-empty then
6: station← list_first(old_stations)
7: else
8: return
9: deficit← station.deficit[pkt.qoslvl]

10: if deficit ≤ 0 then
11: station.deficit[pkt.qoslvl]← deficit + quantum
12: list_move(station, old_stations)
13: restart
14: if station’s queue is empty then
15: if station ∈ new_stations then
16: list_move(station, old_stations)
17: else
18: list_del(station)
19: restart
20: build_aggregate(station)

3.3 Implementation
We have implemented our proposed queueing scheme in the Linux kernel,
modifying the mac80211 subsystem to include the queueing structure itself,
and modifying the ath9k and ath10k drivers for Qualcomm Atheros 802.11n
and 802.11ac chipsets to use the new queueing structure. The airtime fairness
scheduler implementation is limited to the ath9k driver, as the ath10k driver
lacks the required scheduling hooks.

Our modifications have been accepted into the mainline Linux kernel,
different parts going into kernel releases 4.8 through 4.11, and is included in the
LEDE open source router firmware from release 17.01. The implementation
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is available online, as well as details about our test environment and the full
evaluation dataset.21

4 Evaluation
We evaluate our modifications in a testbed setup consisting of five PCs: Three
wireless clients, an access point, and a server located one Gigabit Ethernet hop
from the access point, which serves as source and sink for the test flows. All
the wireless nodes are regular x86 PCs equipped with PCI-Express Qualcomm
Atheros AR9580 adapters (which use the ath9k driver). Two of the test clients
are placed in close proximity to the access point (and are referred to as fast
nodes), while the last (referred to as the slow node) is placed further away and
configured to only support the MCS0 rate, giving a maximum throughput
to that station of 7.2 Mbps at the PHY layer. A fourth virtual station is
added as an additional fast node to evaluate the sparse station optimisation (see
Section 4.1.4 below). All tests are run in HT20 mode on an otherwise unused
channel in the 5Ghz band. We use 30 test repetitions of 30 seconds each unless
noted otherwise.

The wireless nodes run an unmodified Ubuntu 16.04 distribution. The ac-
cess point has had its kernel replaced with a version 4.6 kernel from kernel.org
on top of which we apply our modifications. We run all experiments with
four queue management schemes, as follows:

FIFO: The default 4.6 kernel from kernel.org modified only to collect the
airtime used by stations, running with the default PFIFO queueing discipline
installed on the wireless interface.

FQ-CoDel: As above, but using the FQ-CoDel qdisc on the wireless
interface.

FQ-MAC: Kernel patched to include the FQ-CoDel based intermediate
queues in the MAC layer (patching the mac80211 subsystem and the ath9k
driver).

Airtime fair FQ: As FQ-MAC, but additionally including our airtime
fairness scheduler in the ath9k driver.

Our evaluation is split into two parts. First, we validate the effects of the
modifications in simple scenarios using synthetic benchmark traffic. Second,
we evaluate the effect of our modifications on two application traffic scenarios,
to verify that they provide a real-world benefit.

4.1 Validation of effects
In this section we present the evaluation of our modifications in simple syn-
thetic scenarios designed to validate the correct functioning of the algorithms
and to demonstrate various aspects of their performance.

21See https://www.cs.kau.se/tohojo/airtime-fairness/ for the online appendix that
contains additional material, as well as the full experimental dataset and links to the relevant
Linux code.

https://www.cs.kau.se/tohojo/airtime-fairness/
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Figure 4: Latency (ICMP ping) with simultaneous TCP download traffic.

4.1.1 Latency reductions

Figure 4 is the full set of results for our ICMP latency measurements with
simultaneous TCP download traffic (of which a subset was shown earlier in
Figure 2). Here, the FIFO case shows several hundred milliseconds of latency
when the link is saturated by a TCP download. FQ-CoDel alleviates this
somewhat, but the slow station still sees latencies of more than 200 ms in
the median, and the fast stations around 35 ms. With the FQ-MAC queue
restructuring, this is reduced so that the slow station now has the same median
latency as the fast one does in the FQ-CoDel case, while the fast stations get
their latency reduced by another 45%. The airtime scheduler doesn’t improve
further upon this, other than to alter the shape of the distribution slightly for
the slow station (but retaining the same median). For this reason, we have
omitted it from the figure to make it more readable.

For simultaneous upload and download the effect is similar, except that in
this case the airtime scheduler slightly worsens the latency to the slow station,
because it is scheduled less often to compensate for its increased airtime usage
in the upstream direction. The graph of this case can be found in the online
appendix.

4.1.2 Airtime usage

Figure 5 shows the airtime usage of the three active stations for one-way UDP
traffic going to the stations. There is no reverse traffic and no contention
between stations, since only the access point is transmitting data. This is the
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Figure 5: Airtime usage for one-way UDP traffic. Each column shows the relative
airtime usage of one of the three stations, with the four sections corresponding to the
four queue management schemes.

simplest case to reason about and measure, and it clearly shows the perform-
ance anomaly is present in the current Linux kernel (left half of the figure):
The third station (which transmits at the lowest rate) takes up around 80% of
the available airtime, while the two other stations share the remaining 20%.

The differences between the first two columns and the third column are
due to changes in aggregation caused by the change to the queueing structure.
In the FIFO and FQ-CoDel cases, there is a single FIFO queue with no
mechanism to ensure fair sharing of that queue space between stations. So
because the slow station has a lower egress rate, it will build more queue until
it takes up the entire queueing space. This means that there are not enough
packets queued to build sufficiently large aggregates for the fast stations to use
the airtime effectively. The FQ-MAC queueing scheme drops packets from
the largest queue on overflow, which ensures that the available queueing space
is shared between stations, which improves aggregation for the fast stations
and thus changes the airtime shares. Referring back to Table 1, the values
correspond well to those predicted by the analytical model. The fourth column
shows the airtime fairness scheduler operating correctly – each station receives
exactly the same amount of airtime in this simple one-way test.

Going beyond the simple UDP case, Figure 6 shows Jain’s fairness index for
the airtime of the four different schemes for UDP (for comparison) and both
unidirectional (to the clients) and bidirectional (simultaneous up and down)
TCP traffic. The same general pattern is seen with TCP as with UDP traffic:
The performance anomaly is clear for the FIFO case, but somewhat lessened
for the FQ-CoDel and FQ-MAC cases. The airtime fairness scheduler achieves
close to perfect sharing of airtime in the case of uni-directional traffic, with a
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Figure 6: Jain’s fairness index (computed over the airtime usage of the three stations)
for UDP traffic, TCP download, and simultaneous TCP upload and download traffic.

slight dip for bidirectional traffic. The latter is because the scheduler only exerts
indirect control over the traffic sent from the clients, and so cannot enforce
perfect fairness as with the other traffic types. However, because airtime is
also accounted for received packets, the scheduler can partially compensate,
which is why the difference between the unidirectional and bidirectional cases
is not larger than it is.

4.1.3 Effects on throughput

As was already shown in Table 1, fixing the performance anomaly improves
the efficiency of the network for unidirectional UDP traffic. Figure 7 shows
the throughput for downstream TCP traffic. For this case, the fast stations
increase their throughput as fairness goes up, and the slow station decreases its
throughput. The total effect is a net increase in throughput. The increase from
the FIFO case to FQ-CoDel and FQ-MAC is due to better aggregation for
the fast stations. This was observed for UDP as well in the case of FQ-MAC,
but for FQ-CoDel the slow station would occupy all the queue space in the
driver, preventing the fast station from achieving full aggregation. With the
TCP feedback loop in place, this lock-out behaviour is lessened, and so fast
stations increase their throughput.

When traffic is flowing in both directions simultaneously, the pattern is
similar, but with a slightly higher variance. The graph for the bidirectional
case can be found in the online appendix.
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Figure 7: Throughput for TCP download traffic (to clients).

4.1.4 The sparse station optimisation

To evaluate the impact of the sparse station optimisation, we add a fourth
station to our experiments which receives only a ping flow, but no other traffic,
while the other stations receive bulk traffic as above. We measure the latency
to this extra station both with and without the sparse station optimisation.
The results of this are shown in Figure 8. For both UDP and TCP download
traffic, the optimisation achieves a small, but consistent, improvement: The
round-trip latency to the fourth station is reduced by 10 to 15% (in the median)
when the optimisation is in place.

4.1.5 Scaling to more stations

While the evaluations presented in the previous sections have shown that our
modifications work as planned, and that they provide a substantial benefit in a
variety of scenarios, one question is left unanswered – does the solution scale
to more stations? To answer this, we arranged for an independent third party
to repeat a subset of our tests in their testbed, which features an access point
and 30 clients. The nodes are all embedded wireless devices from a commercial
vendor that bases its products on the OpenWrt/LEDE open-source router
platform, running a LEDE firmware development snapshot from November
2016.

In this setup, one of the 30 clients is artificially limited to only transmit at
the lowest possible rate (1 Mbps, i.e. disabling HT mode), while the others
are configured to select their rate in the usual way, on a HT20 channel in the
2.4 Ghz band. One of the 29 “fast” clients only receives ping traffic, leaving 28
stations to contend with the slow 1 Mbps station for airtime and bandwidth.
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In this environment, our downstream TCP experiment presented above
was repeated, with the difference that each test was run for five minutes, but
with only five repetitions, and without the FIFO test case. A subset of these
results are shown in figures 9 and 10. From this experiment, we make several
observations:

1. When the slow station is at this very low rate, it manages to grab
around two thirds of the available airtime, even with 28 other stations
to compete with. However, our airtime fairness scheduler manages to
achieve completely fair sharing of airtime between all 29 stations. This
is reflected in the fairness index as seen in Figure 9a.

2. As seen in Figure 9b, total throughput goes from a mean of 3.3 Mbps
for the FQ-CoDel case to 17.7 Mbps with the airtime scheduler. That is,
the relative throughput gain with airtime fairness is 5.4x in this scenario.

3. As can be expected, with the airtime fairness scheduler, the latency to
the fast stations is improved with the increased throughput (Figure 10,
orange lines). However, the latency to the slow station increases by an
order of magnitude in the median, as it is throttled to stay within its fair
share of the airtime (Figure 10, dotted green line). Overall, the average
latency to all stations is improved by a factor of two (not shown on the
figure).

4. With 30 stations, we see the sparse station optimisation being even more
effective; in this scenario it reduces latency to the sparse station by a
factor of two (not shown in the figures; see the online appendix).

Finally, we verify the in-kernel airtime measurement against a tool de-
veloped by the same third party that measures airtime from captures taken
with a monitor device. We find that the two types of measurements agree to
within 1.5%, on average.

4.2 Effects on real-world application performance
In the previous section we evaluated our solution in a number of scenarios
that verify its correct functioning and quantify its benefits. In this section we
expand on that validation by examining how our modifications affect perform-
ance of two important real-world applications – VoIP and web browsing.

4.2.1 VoIP

VoIP is an important latency-sensitive application which it is desirable to have
working well over WiFi, since that gives mobile handsets the flexibility of
switching between WiFi and cellular data as signal conditions change. To
evaluate our modifications in the context of VoIP traffic, we measure VoIP
performance when mixed with bulk traffic. As in Section 4.1.4 we include a
virtual station as another fast station, and so these scenarios have three fast
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Figure 10: Latency for the 30 stations TCP test.

stations. Due to space constraints, we only include the case where the slow
station receives both VoIP traffic and bulk traffic, while the fast stations receive
bulk traffic. The other cases show similar relative performance between the
different queue management schemes.

The QoS markings specified in the 802.11e standard can be used to im-
prove the performance of VoIP traffic, and so we include this aspect in our
evaluation. 802.11e specifies four different QoS levels, of which voice (VO)
has the highest priority. Packets transmitted with this QoS marking gets both
queueing priority and a shorter contention window, but cannot be aggregated.
This difference can dramatically reduce the latency of the traffic, at a cost in
throughput because of the lack of aggregation. We repeat the voice experi-
ments in two variants – one where the VoIP packets are sent as best effort (BE)
traffic, and one where they are put into the high-priority VO queue. We also
repeat the tests with a baseline one-way delay of both 5 ms and 50 ms.

To serve as a metric of voice quality, we calculate an estimate of the Mean
Opinion Score (MOS) of the VoIP flow according to the E-model specified
in the ITU-T G.107 recommendation [17]. This model can predict the MOS
from a range of parameters, including the network conditions. We fix all audio
and codec related parameters to their default values and calculate the MOS
estimate based on the measured delay, jitter and packet loss. The model gives
MOS values in the range from 1 − 4.5.

Table 2 shows the results. This shows that throughput follows the trends
shown in previous tests, as expected. Also as expected, the FIFO and FQ-
CoDel cases have low MOS values when the voice traffic is marked as BE, and
higher values when using the VO queue. However, both the FQ-MAC and
airtime fairness schemes achieve better MOS values with best-effort traffic than
the unmodified kernel does with VO-marked traffic. In the FQ-MAC and
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Table 2: MOS values and total throughput when using different QoS markings for
VoIP traffic. Data for 5 ms and 50 ms baseline one-way delay.

5 ms 50 ms

QoS MOS Thrp MOS Thrp

FIFO VO 4.17 27.5 4.13 21.6
BE 1.00 28.3 1.00 22.0

FQ-CoDel VO 4.17 25.5 4.08 15.2
BE 1.24 23.6 1.21 15.1

FQ-MAC VO 4.41 39.1 4.38 28.5
BE 4.39 43.8 4.37 34.0

Airtime VO 4.41 56.3 4.38 49.8
BE 4.39 57.0 4.37 49.7

airtime cases, using the VO queue still gives a slightly better MOS score than
using the BE queue does; but the difference is less than half a percent. This
is an important improvement, because it means that with our modifications,
applications can rely on excellent real-time performance even when unable
to control DiffServ markings, as well as when the markings are removed in
transit.

4.2.2 Web

Another important real-world application is web traffic. To investigate the
impact of our modifications on this, we measure page load time (PLT) with
emulated web traffic. Our test client mimics the common web browser
behaviour of fetching multiple requests in parallel over four different TCP
connections. We simply measure the total time to fetch a web site and all its
attached resources (including the initial DNS lookup) for two different pages –
a small page (56 KB data in three requests) and a large page (3 MB data in 110
requests). We run the experiments in two scenarios. One where a fast station
fetches the web sites while the slow station runs a simultaneous bulk transfer,
to emulate the impact of a slow station on the browsing performance of other
users on the network. And another scenario where the slow station fetches the
web sites while the fast stations run simultaneous bulk transfers, to emulate
the browsing performance of a slow station on a busy network.

The results for the fast station are seen in Figure 11. Fetch times decrease
from the FIFO case as the slowest to the airtime fair FQ case as the fastest. In
particular, there is a an order-of-magnitude improvement when going from
FIFO to FQ-CoDel, which we attribute to the corresponding significant
reduction in latency seen earlier.

When the slow station is fetching the web page, adding airtime fairness
increases page load time by 5 − 10%. This is as expected since in this case the
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Figure 11: HTTP page fetch times for a fast station (while the slow station runs a bulk
transfer). Note the log scale - the fetch time for the large page is 35 seconds for the FIFO
case.

slow station is being throttled. The graph for this can be found in the online
appendix.

4.3 Summary
Our evaluation shows that our modifications achieve their design goal. We
eliminate bufferbloat and the 802.11 performance anomaly, and achieve close
to perfect airtime fairness even when station rates vary; and our solution scales
successfully as more clients are added. We improve total throughput by up to
a factor of five and reduce latency under load by up to an order of magnitude.
We also achieve close to perfect airtime fairness in a scenario where traffic is
mixed between upstream and downstream flows from the different stations.
Finally, the optimisation that prioritises sparse stations achieves a consistent
improvement in latency to stations that only receive a small amount of traffic.

In addition, we show that our modifications give significant performance
increases for two important real-world applications – VoIP and web traffic. In
the case of VoIP, we manage to achieve better performance with best effort
traffic than was achievable with traffic marked as Voice according to the 802.11e
QoS standard. For web traffic we achieve significant reductions in page load
times.

Finally, even though our evaluation scenario only features a limited number
of stations, we have sought to represent a challenging scenario, by having high
congestion rates and a large difference between the station rates. As such, we
believe that it serves well as a validation of the effects. In addition, the feedback
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we have received from users of the code indicates that our solution works well
in a variety of deployments.

5 Related work
There have been several previous studies on bufferbloat and its mitigations
(e.g. [5, 6]), but only a few that deal with the problem in a WiFi-specific
context. [1] and [6] both feature a WiFi component in a larger evaluation of
bufferbloat mitigation techniques and show that while these techniques can
help on a WiFi link, the lower-level queueing in the WiFi stack prevents a
full solution of the problem in this space. [7] draws similar conclusions while
looking at buffer sizing (but only mentions AQM-based solutions briefly).
Finally, [18] touches upon congestion at the WiFi hop and uses different
queueing schemes to address it, but in the context of a centralised solution
that also seek to control fairness in the whole network. None of these works
actually provide a solution for bufferbloat at the WiFi link itself, as we present
here.

Several different schemes to achieve fairness based on modifying the con-
tention behaviour of nodes are presented in [4, 9, 19–22]. [9] and [19] both
propose schemes that use either the 802.11e TXOP feature to allocate equal-
length to all stations, or scaling of the contention window by the inverse of
the transmission rate to achieve fairness. [4] develops an analytical model to
predict the values to use for a similar scaling behaviour, which is also verified
in simulation. [20] presents a modified contention behaviour that can lower
the number of collisions experienced, but they do not verify the effect of their
schemes on airtime fairness. [21] proposes a modification to the DCF based
on sensing the idle time of the channel scaling CWmin with the rate to achieve
fairness. Finally, [22] proposes a scheme for airtime fairness that runs several
virtual DCF instances per node, scaling the number of instances with the rate
and channel properties.

Achieving fairness by varying the transmission size is addressed in [10,
23, 24]. The former two predate the aggregation features of 802.11n and
so [23] proposes to scale the packet size downwards by varying the MTU
with the transmission rate. [24] goes the other way and proposes a scheme
where a station will burst packets to match the total transmission length of the
previous station that was heard on the network. Finally, [10] uses the two-level
aggregation feature of 802.11n and proposes a scheme to dynamically select the
optimal aggregation size so all transmissions take up the same amount of time.

Turning to schedulers, [25] and [16] both propose schedulers which work
at the access point to achieve airtime fairness, the former estimating the packet
transmission time from channel characteristics, and the latter measuring it
after transmission has occurred. [26] proposes a solution for wireless mesh
networks, which leverages routing metrics to schedule links in a way that
ensures fairness. Finally, [27] proposes a scheme to scale the queue space at
the access point based on the BDP of the flows going through the access point.
Our solution is closest to [16], but we improve upon it by increasing accuracy
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and reducing implementation difficulty, while adding an important latency-
reducing optimisation for sparse stations, as was described in Section 3.2.

A few proposals fall outside the categories above. [28] proposes a TCP con-
gestion control algorithm that uses information about the wireless conditions
to cap the TCP window size of clients to achieve fairness. Finally, there are
schemes that sidestep the fairness problems of the 802.11 MAC and instead
replace it entirely with TDMA scheduling. [29] proposes a scheme for TDMA
scheduling in a mesh network that ensures fair bandwidth allocation to all
connecting clients, and [30] implements a TDMA transmission scheme for
infrastructure WiFi networks.

6 Conclusion
We have developed a novel two-part solution to two large performance prob-
lems affecting WiFi – bufferbloat and the 802.11 performance anomaly. The
solution consists of a new integrated queueing scheme tailored specifically
to eliminate bufferbloat in WiFi, which reduces latency under load by an
order of magnitude. Leveraging the queueing structure, we have developed a
deficit-based airtime fairness scheduler that works at the access point with no
client modifications, and achieves close to perfect fairness in all the evaluated
scenarios, increasing total throughput by up to a factor of 5.

Our solution reduces implementation complexity and increases accuracy
compared to previous work, and has been accepted into the mainline Linux
kernel, making it deployable on billions of Linux-based devices.
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Abstract

As WiFi grows ever more popular, airtime contention becomes an
increasing problem. One way to alleviate this is through network policy
enforcement. Unfortunately, WiFi lacks protocol support for configur-
ing policies for its usage, and since network-wide coordination cannot
generally be ensured, enforcing policy is challenging.

However, as we have shown in previous work, an access point can
influence the behaviour of connected devices by changing its scheduling of
transmission opportunities, which can be used to achieve airtime fairness.
In this work, we show that this mechanism can be extended to successfully
enforce airtime usage policies in WiFi networks. We implement this as
an extension our previous airtime fairness work, and present PoliFi, the
resulting policy enforcement system.

Our evaluation shows that PoliFi makes it possible to express a range
of useful policies. These include prioritisation of specific devices; bal-
ancing groups of devices for sharing between different logical networks
or network slices; and limiting groups of devices to implement guest
networks or other low-priority services. We also show how these can be
used to improve the performance of a real-world DASH video streaming
application.

1 Introduction
WiFi is increasingly becoming the ubiquitous connectivity technology in
homes as well as in enterprises. The ability for anyone to set up an access point
and connect any device to it is one of the driving factors behind this increase
of popularity. However, increased popularity also means increased contention
for resources as more devices are deployed.

Since no two devices can transmit at the same time on a given frequency,
the sparse resource that determines performance in WiFi networks is the time
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spent transmitting, also known as airtime usage. The 802.11 Media Access
Control (MAC) protocol used in WiFi networks does not, in itself, guarantee
a fair usage of this sparse resource. In fact it is well known that devices
transmitting at lower rates can use more than their fair share of the airtime [1].

One way to improve performance of a network under contention is to
apply different policies to different devices on the network, which works best
if applied directly to the sparse resource instead of a proxy such as byte-level
throughput. However, WiFi is decentralised at the protocol level, and thus
lacks protocol support for enforcing policies on airtime usage. Fortunately, it
turns out that in the common infrastructure deployment scenario, the access
point can exert quite a bit of influence on the transmission behaviour of
clients, or stations, as they are commonly called. In previous work, we have
shown that this makes it possible to achieve airtime fairness between stations
in a WiFi network by making appropriate scheduling decisions at the AP [2].
Given such a mechanism to enforce fairness, a natural question is whether it
can be extended to express different capacity sharing policies. In this work we
answer this question in the affirmative, in the form of a workable solution to
airtime policy enforcement in WiFi, which we have named PoliFi.

The number of possible policies one might want to express is all but
infinite. Therefore, to focus our discussion, we define the following three
representative policy use cases:

1. Prioritising devices. It should be possible to configure one or more
devices to receive a higher share of network resources than other devices
on the network.

2. Balancing device groups. In this use case, the network should be con-
figured to share the available resources between groups of devices in a
given way. For instance, this could be used to implement the “network
slicing” concept often seen in 5G architectures [3].

3. Limiting groups of devices, as a way to implement a lower-priority
service, such as a guest network. Here, a logical group of devices should
be limited to a maximum capacity share.

PoliFi makes it possible for the user to express all of these policies, and
we also solve a number of practical implementation issues to achieve its real-
isation. Our design is a two-part solution including (a) a userspace daemon
that is configurable and implements the higher-level policy decisions, and (b) a
scheduler integrated with the (Linux) operating system WiFi stack.

The rest of this paper presents PoliFi in detail, and is structured as follows:
Section 2 summarises related work. Section 3 describes our design, with a
performance analysis presented in Section 4. Finally, Section 5 concludes.

2 Related work
Network policies are, in general, nothing new. For instance, standardisation of
different traffic classes has occurred in the form of the DiffServ framework [4].
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In the WiFi world, the 802.11e standard defines different priority levels, which
can be mapped to DiffServ code points [5]. However, this is all related to
applying policies to different types of traffic, whereas PoliFi deals with realising
different capacity sharing policies between devices on the same network at
the airtime usage level. As such, PoliFi is orthogonal so DiffServ, 802.11e and
other traffic class policy mechanisms.

As mentioned above, PoliFi is an extension of our previous work imple-
menting an airtime fairness enforcement mechanism in Linux [2]. Compared
to this previous work, PoliFi adds the policy enforcement component, and
also generalises the mechanism by moving it out of the device drivers and into
the common WiFi subsystem in Linux, thus making it applicable to more
device drivers.

The concept of airtime policy enforcement appears in the concept of
network slicing, which is an important part of the upcoming 5G mobile
network architecture [3]. Network slicing involves splitting up a network into
several virtual parts that are conceptually isolated from one another, which
is a form of policy enforcement. A description of how to achieve network
slicing in WiFi networks is given in [6], which corresponds roughly to our
second use-case. The authors implement a prototype in simulation. Our
mechanism builds on the same basic concept of computing per-device weights
from group weights, but we solve a number of issues that prevent it from being
implemented on real hardware. In addition, [6] only covers the second of our
three policy use-cases.

Another approach to splitting a wireless network into multiple parts is
presented in [7], which describes a scheme where a separate software router
is installed in the access point. This software router queues packets and
enforces capacity sharing. However, the capacity sharing is implemented at
the bandwidth level which, as mentioned above, is not the sparse resource in a
WiFi network.

A description of a scheme for network slicing in a home network is
described in [8]. The authors describe a design that uses Software Defined
Networking (SDN) to split a home network into different parts, but do not
discuss any mechanism for how the sharing is achieved.

Finally, some enterprise APs offer features related to airtime fairness and
policy configuration, e.g., [9]. Unfortunately, no technical description of
how these policies are enforced is generally available, which prevents us from
comparing them to our solution.

3 The PoliFi Design
We have designed PoliFi as a two-part solution, where a user-space daemon
is configured by the user, and in turn configures a scheduling mechanism in
the kernel. In this section, we describe our design in detail. A diagram of the
design is shown in Figure 1. We begin by describing the user space daemon
that configures the policies. Following this, we describe how the weighted
Deficit Round-Robin (DRR) scheduling mechanism is used to achieve the
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desired policies, and finally we describe how the mechanism is integrated into
the Linux kernel WiFi stack.

3.1 Userspace Policy Daemon
We implement the userspace policy daemon as part of the hostapd access point
management daemon. This is the daemon responsible for configuring wireless
devices in access point mode in Linux. This means it already implements
policies for other aspects of client behaviour (such as authentication), which
makes it a natural place to implement airtime policy as well.

The module we have added to hostapd can be configured in three modes,
corresponding to the three use cases described in the introduction: static mode,
dynamic mode and limit mode. The user can configure each of these modes
per physical WiFi domain, and assign parameters for individual stations (based
on their MAC addresses), or for entire Basic Service Sets (BSSes). The latter
is a natural grouping mechanism, since this corresponds to logical networks
configured on the same device (e.g., a primary and a guest network). However,
extending the design to any other logical grouping mechanism is straight
forward.

In static mode, the daemon will simply assign static weights to stations
when they associate to the access point. Weights can be configured for in-
dividual stations, while a default weight can be set for each BSS, which will
be applied to all stations that do not have an explicit value configured. This
implements the basic use case of assigning higher priorities to specific devices,
but does not guarantee any specific total share.

The dynamic and limit modes work by assigning weights to each BSS,
which are interpreted as their relative shares of the total airtime, regardless
of how many stations they each have associated. Additionally, in limit mode,
one or more BSSes can be marked as limited. BBSes that are marked as limited
are not allowed to exceed their configured share, whereas no limitations are
imposed on unmarked BSSes. Thus, dynamic mode implements the second
use case, while limit mode implements the third.

For both dynamic mode and limit mode, the daemon periodically polls
the kernel to discover which stations are currently active, using the queue
backlog as a measure of activity, as discussed below. After each polling event,
per-station weights are computed based on the number of active stations in
each BSS, and these weights are configured in the kernel. The details of the
weight computation, and how this is used to achieve the desired policy, is
discussed in the next section. Selecting the polling frequency is a tradeoff
between reaction time and system load overhead. The polling interval defaults
to 100ms, which we have found to offer good reaction times (see Section 4.2),
while having a negligible overhead on our test system.

While our implementation is focused on the single access point case, where
the access point enforces a single configured policy, the userspace daemon
could just as well pull its policy configuration from a central cloud-based
management service, while retaining the same policy enforcement mechanism.
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Figure 1: The high-level design of PoliFi. The kernel maintains data structures for every
station, containing its current airtime deficits and configured weight. The scheduler
uses this to decide which station to transmit to next. The hardware reports airtime
usage on TX completion. The userspace daemon tracks the associated stations and their
queue state, and updates the weights in the kernel based on user policy preferences.
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3.2 Weighted Airtime DRR
The fairness mechanism that we are starting from (described in detail in [2])
is a Deficit Round-Robin scheduler, which operates by accounting airtime
usage as reported by the WiFi hardware after a transmission has completed,
and scheduling transmissions to ensure that the aggregate usage over time
is the same for all active stations. Using the airtime information provided
after transmission completes means that retransmissions can be accounted
for, which improves accuracy especially for stations with low signal quality.
Furthermore, as we have shown in our previous work, for TCP traffic we
can provide fairness even for transmissions transfers coming from each station.
This is achieved by accounting the airtime of received packets, which causes
the scheduler to throttle the rate of TCP ACKs going back to the station.

3.2.1 Adding Weighted Scheduling

Given this effective airtime fairness scheduler, we can realise arbitrary division
of the available capacity between different stations, by simply assigning them
different scheduling weights. For the DRR scheduling algorithm employed by
our scheduler, this is achieved by using different quantums per station. Thus,
to apply this to airtime policy enforcement, we need to express the desired
policy as a number of different service weights for each of the active devices.

The first use case is trivially expressed in terms of weights: simply assign
the prioritised device a higher weight; for instance, to double its priority,
assign it a weight of 2. The second use case, where capacity should be split
between groups of devices has been covered in the network slicing use case
described in [6]: each group is assigned a weight signifying its share relative
to the other groups; from these group weights, each device in that group is
assigned a weight computed by dividing the group weight with the number of
active devices in that group.

The final use case requires limiting one or more groups of stations to a
fixed share of the available capacity. This can be illustrated with the guest
network use case, where an example policy could be that a guest network is not
allowed to exceed 50% of the available capacity. If this policy is implemented
as a fixed share between groups, however, a single station on the guest network
would be able to get the same capacity as, say, five users of the regular network,
which is not what we want. Thus, a different policy is needed: a group can be
limited, and should have its weight adjusted only if it would get more than the
configured share, not if it gets less. Thus, this becomes a two-step procedure
that first assigns unit weights to all devices (which is the default when no
policy is applied), and calculates whether or not this results in the limited
group using more than its configured share of the airtime. If it does, a policy
is computed in the same way as for the dynamic use case, which results in the
limited group being assigned exactly its configured airtime share.
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3.2.2 Computing the Weights

Having established that our desired policies can be expressed in terms of
weights, we turn to the practical difficulties of applying this to a real WiFi
system.

First, the approach outlined above assumes that we have knowledge of
which stations are active at any given time. This might look trivial at first
glance, since an access point needs to maintain some amount of state for all
currently associated clients in any case. However, clients can be associated
to an access point without sending or receiving any data, and thus without
consuming any airtime. This means that association state in itself is not
sufficient to ascertain the set of currently active clients. Fortunately, we have
another piece of data: The queue backlog for each device. Monitoring the
backlog gives us a straight-forward indicator for activity without having to
monitor actual packet flows; we can simply consider any device that has had a
non-zero queue backlog within a suitably short time span as active, and use
that number in our calculations.

The second difficulty lies in the fact that we need to transform the total
weights between groups of stations into weights for each individual station.
As shown in [6], this is conceptually just a simple division. However, when
implementing this in an operating system kernel, we are limited to integer
arithmetic, which means that to get accurate weights, we need to ensure that
the division works when confined to the integers. To achieve this, we first
limit our configuration language to be expressed as integer weights between
groups. Then, to ensure that we can divide these weights with the number of
active stations, we multiply them by a suitable constant, chosen as follows:

We are given the set of groups I , where each group i has a configured group
weightWi and Ni active stations. We then define the multiplication constant
C =

∏
i∈I Ni . Multiplying all group weights by this same constant maintains

their relative ratio, and the choice of constant ensures that each group’s weight
can be divided by the number of active stations in that group. This gives us
the following expression for the per-station weight for group i:

W s
i =

WiC
Ni

(1)

The third issue we need to deal with is converting the weights to the per-
station time quantums that are used in the scheduler, and which are expressed
in microseconds. These should be kept at a reasonable absolute size, because
larger weights result in coarser time granularity of the scheduler, making each
scheduler round take longer and impacting latency of all devices in the network.
We convert the calculated weights into final quantums by normalising them so
they fall within a range of 100 − 1000 µs , but preferring smaller values if the
ratio between the smallest and largest weight is more than 10×.
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3.3 Kernel Airtime Scheduler
We implement the kernel part of PoliFi in the WiFi protocol subsystem of the
Linux kernel (called mac80211). Our implementation builds on our previous
airtime fairness scheduler, described in [2], which implemented a queueing
system in this layer. In this queueing system, packets are assigned a Traffic ID
(TID) before enqueue, and a separate queueing structure is created for each
TID, of which there are 16 per station. These per-TID queues then form the
basis of the scheduling of different stations. The queueing structure itself is
based on the FQ-CoDel queue management scheme [10] and ensures flow
isolation and low queueing latency.

While our previous implementation implemented queueing in the general
WiFi layer, scheduling and tracking of each active station’s airtime usage was
still the responsibility of the driver, and so fairness and policy scheduling
needed to be re-implemented by each driver. In PoliFi, we generalise the
scheduler by moving parts of it into mac80211, where it can be leveraged by
all device drivers, and specify a new API for device drivers to use. We then
modify the ath9k device driver for Qualcomm Atheros 802.11n devices to
use this API. The API moves the responsibility for deciding which TID to
service next into mac80211, where before this decision was the responsibility
of the device driver. The functions implementing and using the API are shown
in Algorithm 5. The device driver runs the schedule() function, and asks
mac80211 for the next TID queue to schedule, using the get_next_tid()
API function. The driver then services this queue until no more packets can be
scheduled (typically because the hardware queue is full, or the TID queue runs
empty). After this, the driver uses the return_tid() API function to return
the TID queue to the scheduler. A third API function, account_airtime(),
allows the driver to register airtime usage for each station, which is typically
done asynchronously as packets are completed or received.

Using this API, mac80211 has enough information to implement airtime
policy enforcement using the weighted deficit scheduler approach described
above. As for the previous airtime fairness scheduler in the driver, airtime
deficits are kept separately for each of the four hardware QoS levels, to match
the split of the hardware transmission queue scheduling. The algorithm is im-
plemented as part of the get_next_tid() function as shown in Algorithm 6.
To allow userspace to adjust the weights of each station, we also add new
functions to the existing userspace API of the Linux WiFi stack (not shown
here due to space constraints).

4 Evaluation
In this section we evaluate how effectively PoliFi is able to implement the
desired policies. We examine steady state behaviour as well as the reaction time
of the dynamic and limit modes with a changing number of active stations.
To show how airtime policies can provide benefits for specific applications,
we also include an DASH video streaming use case in our evaluations. We
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Algorithm 6 Airtime fairness scheduler. The schedule function is part of the
device driver and is called on packet arrival and on transmission completion.
The account_airtime function is called by the driver when it receives airtime
usage information on TX completion or packet reception.

1: function schedule(qoslvl)
2: tid← get_next_tid(qoslvl)
3: build_aggregate(tid)
4: return_tid(tid)
5: function get_next_tid(qoslvl)
6: tid← find_first(active_tids, qoslvl)
7: stn← tid.station
8: deficit← stn.deficit[qoslvl]
9: if deficit ≤ 0 then

10: stn.deficit[qoslvl]← deficit + stn.weight
11: list_move_tail(tid, active_tids)
12: restart
13: list_remove(tid, active_tids)
14: return tid
15: function return_tid(tid)
16: if tid.queue is not empty then
17: list_add_head(tid, active_tids)
18:
19: function account_airtime(tid, airtime)
20: stn← tid.station
21: qoslvl← tid.qoslvl
22: stn.deficit[qoslvl]← stn.deficit[qoslvl] − airtime

perform the experiments on our testbed with four WiFi devices. The details
of our setup are omitted here due to space constraints, but are available in an
online appendix.22

4.1 Steady state measurements
The steady state tests consist of running a bulk flow (either UDP or TCP) to
each of four stations associated to the access point running PoliFi. Three of
the stations are associated to one BSS on the access point, while the fourth is
on a separate BSS. These two BSSes are the groups the algorithm balances in
dynamic and limit mode. Both groups are given equal weights, meaning that
they should receive the same total airtime share. When testing the limit mode
use case, the BSS with only a single station in it is set to limited, which in this
case means that its natural airtime share is less than the configured share, and
thus that no limiting is necessary to enforce the configured policy. We test this
to ensure that the algorithm correctly allows the group that is not marked as
limited to exceed its configured airtime share.

22See https://www.cs.kau.se/tohojo/polifi.

https://www.cs.kau.se/tohojo/polifi
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(a) UDP traffic
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(b) TCP traffic

Figure 2: Aggregate airtime usage share of four stations, over a 30-second bulk transfer.
Graph columns correspond to the different policy modes. In static mode stations 2 and
3 are assigned weights of 3 and 4, respectively. In dynamic and limit mode, stations 1-3
are on one BSS while station 4 is on another; both BSSes have the same weight, and the
second BSS is set to limited. The plots are box plots of 30 test runs, but look like lines
due to the low variation between runs.
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(b) TCP traffic

Figure 3: Aggregate airtime usage of the two BSSes, for the same test as that shown in
Figure 2.

The aggregate airtime usage of the stations and BSSes is seen in figures 2
and 3, respectively. With no policy configured, the scheduler simply enforces
fairness between the active stations. In the static policy mode, relative weights
of 3 and 4 are assigned to stations 2 and 3, respectively. These weights are
clearly reflected in the airtime shares achieved by each station in the second
column of the graphs in Figure 2, showing that static policy assignment works
as designed.

Turning to the group modes, Figure 3 shows the aggregate airtime for each
of the two configured BSSes. In dynamic mode, the scheduler enforces equal
sharing between the two BSSes, which translates to the single station in BSS 2
getting three times as much airtime as the other three, as is seen in the third
column of Figure 2. In limit mode, BSS 2 is limited to at most half of the
airtime, but because there is only one station connected to it, its fair share is
already less than the limit, and so this corresponds to the case where no policy
is enforced. Thus, the tests show that the scheduler successfully enforces the
configured policies for all three use cases.

4.2 Dynamic measurements
To evaluate the reaction time of the scheduler as station activity varies, we
perform another set of UDP tests where we start the flows to each of the
stations five seconds apart. We perform this test for the dynamic and limit
modes, as these are the cases where the scheduler needs to react to changes in
station activity.
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Figure 4: Airtime usage over time with changing number of active stations, in dynamic
and limit mode. UDP flows to each station start 5 seconds apart. The purple station
(starting first) is on one BSS, while the remaining three stations are on the other BSS.
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Figure 5: DASH video throughput with prioritisation (solid lines) and without (dashed
lines). The straight lines (orange) show the video bitrate picked by the player, while
the others show the actual data stream goodput.
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The results of this dynamic test is shown in Figure 4 as time series graphs
of airtime share in each 200ms measurement interval. The station that starts
first is Station 4 from the previous graphs, i.e., the station that is on BSS 2.
In dynamic mode, as seen in Figure 4a, the first station is limited to half the
available airtime as soon as the second station starts transmitting. And because
the two groups are set to share the airtime evenly, as more stations are added,
the first station keeps using half the available airtime, while the others share
the remaining half.

In limit mode, as we saw before, the airtime shares of each of the four
stations correspond to their fair share. This is also seen in Figure 4b, where all
stations share the airtime equally as new stations are added.

These dynamic results show that PoliFi has a short reaction time, and can
continuously enforce airtime usage policies as station activity changes. This is
important for deployment in a real network with varying activity levels.

4.3 DASH Traffic Test
To showcase an example real-world use case that can be improved by airtime
policy enforcement, we examine a DASH video streaming application. In this
scenario, we add a station with poor signal quality to the network, representing
a streaming device that is connected to the wireless network at a location where
signal quality is poor. Moving the device is not an option, so other measures are
necessary to improve the video quality. We stream the Big Buck Bunny [11]
video using the dash.js [12] player running in the Chromium browser on
the slow station. We determine that the maximum video bitrate the device
can reliably achieve in this scenario (with no competing traffic) is 2Mbps.
However, when the other devices are active, the video bitrate drops to 1Mbps
because of contention.

Figure 5 shows the achieved video bitrate along with the data goodput of
the video flow, while three other stations are simultaneously receiving bulk
data. With no policy set, the video bitrate drops to 1Mbps, as described above.
However, when we prioritise the station (to half the available airtime in this
case), the achieved bitrate stays at 2Mbps throughout the 10-minute video.
This shows how PoliFi can improve the performance of a specific real-world
application.

5 Conclusion
We have presented PoliFi, a solution for enforcing airtime usage policies in
WiFi networks. Our evaluation shows that PoliFi makes it possible to express
a range of useful policies, including prioritisation of specific devices, and
balancing or limiting of groups of devices. We have also shown how the
policy enforcement can improve the performance of a real-world DASH video
streaming application.

PoliFi can improve performance of WiFi networks with high airtime
contention, and enables novel network usages such as network slicing. For this
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reason we believe it to be an important addition to modern WiFi networks,
which we are working to make widely available through inclusion in the
upstream Linux WiFi stack.
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Abstract

In recent years, the Linux kernel has adopted an algorithm called TCP
Small Queues (TSQ) for reducing queueing latency by controlling buf-
fering in the networking stack. This solution consists of a back-pressure
mechanism that limits the number of TCP segments within the sender
TCP/IP stack, waiting for packets to actually be transmitted onto the
wire before enqueueing further segments. Unfortunately, TSQ prevents
the frame aggregation mechanism in the IEEE 802.11n/ac standards from
achieving its maximum aggregation, because not enough packets are
available in the queue to build aggregates from, which severely limits
achievable throughput over wireless links. This paper demonstrates this
limitation of TSQ in wireless networks and proposes Controlled TSQ
(CoTSQ), a solution that improves TSQ so that it controls the amount of
data buffered while allowing the IEEE 802.11n/ac aggregation logic to
fully exploit the available channel and achieve high throughput. Results
on a real testbed show that CoTSQ leads to a doubling of throughput
on 802.11n and up to an order of magnitude improvement in 802.11ac
networks, with a negligible latency increase.

1 Introduction
The Linux networking stack has seen many improvements and much research
activity in recent years, with the goals of reducing congestion and latency, and
mitigating the bufferbloat phenomenon [1, 2]. This research has included the
introduction of novel Active Queue Management (AQM) algorithms such as
Codel [3] and PIE [4] as well as novel TCP congestion control algorithms
like BBR [5]. Another essential solution, enabled by default in the Linux
kernel since 2012, is TCP Small Queues (TSQ), a fine-grained backpressure
mechanism that limits each TCP flow to 1 ms of data at the current rate in
the TCP/IP stack; subsequent packets from the same flow are enqueued only
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after the actual NIC transmission. However, not much analysis of TSQ is
available in the scientific literature; in fact, only a few research articles have
at most cited this algorithm [6–8] spending few words, or nothing at all, on
the TSQ mechanism itself. To the best of our knowledge, only Guo et al.
in [9] investigated TSQ by interacting with the algorithm and changing the
threshold for experimental purposes. Unfortunately, this work is tailored
for cellular networks only, as it focuses entirely on latency where the TSQ
threshold is reduced in order to eliminate queueing as much as possible. The
paper concluded that reducing the TSQ threshold has a negligible impact on
the firmware queueing delay. In addition, the TSQ tuning provided in [9]
cannot be applied to the new Linux kernel versions in which the TSQ policy
has been hard-coded in the kernel and cannot be modified by the user. In wired
networks, TSQ largely achieves its goal of latency reduction without affecting
the maximum achievable throughput. However, the same does not hold for
wireless networks, such as IEEE 802.11n/ac WLANs, and this problem has
never been discussed in the literature. The contributions of this paper are the
following: (i) we demonstrate the throughput degradation in IEEE 802.11n/ac
WLANs caused by TSQ; (ii) we propose Controlled TSQ (CoTSQ), a solution
to modify and control the TSQ behaviour through a Linux kernel patch and
(iii) we evaluate our solution on a real testbed providing an extensive set of tests
that show how CoTSQ doubles the achievable throughput in 802.11n networks
and improves it by up to an order of magnitude in 802.11ac networks, in both
cases with a negligible latency increase. The rest of the paper is organised as
follows: Section 2 details the TSQ algorithm, while Section 3 presents our
CoTSQ solution. Section 4 describes the testbed used to produce the results
available in Section 5. Finally, Section 6 concludes the paper.

2 TCP Small Queues in a Nutshell
This section describes the TSQ mechanism, first implemented by Eric Dumazet
and available since Linux kernel versions 3.6 [10]. To understand TSQ, we
refer to Figure 1 that shows the path of TCP packets, from the TCP socket of
the host through the different layers of the Linux networking stack: The TCP
layer, the queueing layer and the device driver.

At the top of Figure 1 is the TCP layer. When an application transmits
data through a TCP socket, it is queued in the socket buffer. The TCP
control system determines when packets are dequeued from the socket buffer
and moved into the lower levels of the network stack. This control system
consists of the Congestion Control algorithm, the TSQ logic and the Pacing
mechanism, which can each limit the flow of packets into lower layers. The
Congestion Control algorithm is the core engine of the protocol, and each
TCP variant (such as Cubic, BBR, Vegas, New Reno, etc.) define different
behaviour for this congestion control module. The module implements the
standard ACK logic of TCP, maintains the congestion window, etc. TSQ
and Pacing have two different goals: the former has the role of limiting the
amount of data of any given socket in the stack, while the latter smoothes
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out transmission of individual packets by spacing them equally according to
the current estimated rate, thus preventing big bursts of packets put onto the
medium at once. The pacing mechanism is optional and can be activated by
the congestion control module or by the sending application, while TSQ and
the selected congestion control is always active.

Inside the queueing layer, packets are managed according to the queueing
discipline deployed. The queueing layer can implement various queueing
mechanisms, ranging from a simple FIFO queue, to elaborate queueing schemes
with per-flow queueing and fairness enforcement. In addition, AQM can be
implemented in this layer, either as a simple mechanism on top of a FIFO
queue, or as part of a more elaborate multi-queue system.

A lot of the scientific work seeking to address bufferbloat has focused on the
queueing layer. The Linux kernel implements the queueing layer as a generic
queueing discipline (qdisc) which is used for all networking interfaces. The
current state of the art qdisc (which is used by default in many deployments
of Linux) is FQ-Codel [11], which is a fairness queueing algorithm that uses
the CoDel AQM to control each queue, and a Deficit Round Robin-based
scheduling of the queues. However, for supported WiFi drivers, the kernel
instead uses an integrated queueing system based on the FQ-CoDel algorithm,
but tailored specifically for WiFi [12].

Once the queueing layer dequeues a packet, the latter moves to the last
block in the figure which is the device driver controlling the Network Interface
Card (NIC). Here there is a buffer that manages the packets waiting to be
sent on the physical link, and the Linux kernel deploys solutions to mitigate
bufferbloat also at this low level of the network stack. This solution is named
Byte Queue Limits (BQL) and puts a cap on the amount of data that can
be enqueued and waits to be delivered by the NIC [13]. The last block also
contains the implementation of the IEEE 802.11n/ac aggregation logic, which
is implemented either in the device driver or in the device firmware itself.
Aggregation combines several packets into a single link-layer frame, reducing
overhead and increasing throughput [14, 15].

As seen above, there are queues in several different layers of the network
stack, and thus several places in which bufferbloat can occur, each requiring
its own solution. TSQ is complementary to the other solutions, and is tar-
geted specifically at applications on the local host that use TCP; by providing
backpressure, these applications can better react to congestion signals for their
traffic, and achieve lower application-level latency. TSQ controls dequeueing
from the socket buffer, and so it limits the enqueued data of any TCP flow
regardless of where the data is queued. When the limit is reached, new data
of a flow can be enqueued only when previously enqueued packets from the
same flow have been dequeued by the NIC, and the packet memory freed.
This works by triggering a completion signal that notifies the TSQ logic when
the driver frees the memory allocated for a data packet.

The amount of queue allowed by the TSQ logic is adjusted dynamically as
a function of the TCP rate; the amount of data that can be enqueued for each
flow corresponds to the amount of data that can be transmitted in 1 ms at the
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current rate of the flow. This policy is fixed in the kernel, and the TSQ logic
can be neither disabled nor tuned.

3 Controlled TSQ
To overcome the inflexible behavior of TSQ, we patched the kernel to expose
the TSQ core parameters and make it possible to disable or tune the TSQ
logic. We name this solution Controlled TSQ (CoTSQ) [16]. The CoTSQ
logic relies on 3 parameters:

• bytes is the TSQ parameter that limits the amount of data, expressed
in bytes, for each TCP flow. It is used to impose an upper bound on the
queue;

• ms limits the amount of data in the stack as a function of the latency. It
gives the dynamic threshold, autotuning the number of bytes to enqueue
as a function of the current rate;

• pkts sets a lower bound on the number of packets queued for each TCP
flow.

B = min
(
bytes,max

(
ms,pkts

) )
(1)

These three parameters are combined into the queue limit B enforced by
TSQ as given in Equation (1). The ms and pkts parameters are first converted
to bytes, by multiplying the former by the current flow rate and the latter
by the TCP Maximum Segment Size (MSS). We chose Equation (1) because
it is easy to define bytes as upper bound (maximum amount of data to be
enqueued), pkts as lower bound (minimum amount of packets to be enqueued)
and ms as the core value. The latter gives the actual amount of data to enqueue
as a function of the rate. We can express the standard TSQ behavior by setting
bytes=128KB, ms=1 and pkts=0 in the CoTSQ parameters. Similarly, we
also defined a way to completely disable TSQ by setting bytes=-1 (or any
negative value) for testing purposes.

4 Testbed

S C
AP

Figure 2: Physical testbed layout.
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Table 1: Testbed setups

setup name chipset protocol
ath9k_htc Atheros AR9271 (1x1 MIMO) 802.11n
ath9k Atheros AR9580 (3x3 MIMO) 802.11n
ath10k Atheros QCA9880v2 (3x3 MIMO) 802.11ac

Table 2: Parameters

parameter value
Kernel version 4.14.14-1

TCP Congestion Control Cubic
TSQ type TSQ, NoTSQ and xTSQ

Queueing discipline FQ_Codel
Tests 1-4 TCP Uploads, RRUL

To evaluate our solution we deployed the physical testbed depicted in
Figure 2. It is composed of three nodes: a wired server S, a wireless client C
and an access point AP that acts as a router.

Nodes characteristics. All the three testbed nodes are running the Arch
Linux distribution, equipped with the latest (at the time of writing) Linux
kernel version 4.14.14-1. The end nodes C and S use CUBIC as their TCP
congestion control algorithm. We tested three different wireless devices, a USB
dongle and two types of PCIe cards. For all the device types, one device is
used to create the Access Point router on the AP node and one other is used to
provide wireless connectivity to C. The three setups are labelled by the WiFi
device driver names as ath9k_htc, ath9k, and ath10k, and are summarised in
Table 1.

The ath9k_htc setup uses USB devices which contain Qualcomm Ath-
eros Communications AR9271 chipsets. The ath9k setup uses PCIe devices
containing Qualcomm Atheros Communications AR9580 chipsets with 3x3
MIMO antennas. These first two setups are used for testing the IEEE 802.11n
protocol. The ath10k setup uses PCIe devices containing Qualcomm Atheros
Communications QCA9880v2 chipsets with 3x3 MIMO antennas. This latter
setup is used for testing the IEEE 802.11ac protocol. These three setups, due
to the different drivers, have different queueing systems. The ath9k_htc driver
uses the standard qdisc-based queueing layer. The qdisc is configured to use
FQ-CoDel as the queueing discipline, which is the default in Arch Linux and
it is also the best option for preventing bufferbloat [17]. The ath9k and ath10k
drivers instead use the integrated WiFi-specific queueing layer mentioned pre-
viously. The experiments on the ath9k and ath10k setups were carried out at
Karlstad University, in a setup similar to the one shown in Figure 2, except
that tests were run between AP and C.

TSQ is the main variable parameter for our tests and can have different
values:

• TSQ: the standard TSQ behavior that is obtained by setting bytes=128KB,
ms=1 and pkts=0;
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(a)

(b)

Figure 3: Goodput vs latency, 1 TCP upload on ath9k_htc TSQ (a, top) and ath9k
NoTSQ (b, bottom).

Figure 4: Frame aggregation over time (ath9k).
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(a)

(b)

Figure 5: Goodput Vs Latency during a TCP flow upload on ath9k_htc. (a) Exponen-
tially increasing ms values. (b) Linearly increasing ms values.
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• NoTSQ: that completely disable TSQ logic and is obtained by setting
bytes=-1;

• xTSQ: where x is the value, expressed in milliseconds, of the amount of
data to enqueue for each TCP flow. It is obtained by setting bytes=10MB,
ms=x and pkts=1. This expresses the tunable nature of the CoTSQ
patch. We have set up a lower bound of one packet and an upper bound
of 10MB of data, while the amount x rules the CoTSQ behavior by
determining the amount of data to enqueue as a function of the TCP
rate, autotuning the threshold like the original TSQ implementation.
These bounds have been selected simply to make sure only the ms value
controls the queue.

Test configuration. We performed our tests using Flent [18], a flexible
network tester able to configure different kinds of traffic and collect the results.
We performed tests with a variable number of flows: starting from a single flow
in upload, then moving to a more congested network with up to four flows in
upload. Each test consists of one minute of actual TCP flow; a 5-seconds period
of only latency measurement is included before and after each test to better
show the impact of TCP on the queueing delay. We also run a test named Real-
time Response Under Load (RRUL) designed by the bufferbloat community
for analyzing network performance under heavy workloads; it consists in 8
TCP flows, 4 in download and 4 in upload, that compete with ICMP and UDP
traffic. The RRUL test has been included in order to measure the impact on
bidirectional traffic. All the testbed characteristics are summarised in Table 2.

5 Results
In this section, we analyse the results obtained by running the aforementioned
tests on the physical testbed. Only a subset of the results are presented here,
but the full dataset is available together with the patch itself, and the test
scripts, in [16]. Where not explicitly stated otherwise, the results are from the
ath9k_htc setup.

The frame aggregation problem. We first present Figure 3 that encapsu-
lates, in a sense, the motivation of this paper. The Figure shows the goodput
achieved by a single TCP flow in upload (from the client to the server) com-
peting with a ping flow. Figure 3a, shows the default configuration with TSQ
enabled, while Figure 3b shows the result with the TSQ logic completely
disabled (labeled NoTSQ).

This Figure has several interesting features:

• The default configuration with TSQ enabled gives a very low latency
that oscillates between 1 and 4ms. At the same time, the goodput is
firmly bounded at 44Mbit/s;

• The patched configuration with NoTSQ (TSQ disabled) results clearly
in a higher goodput that oscillates between 90 and 95 Mbit/s, which is
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the channel bandwidth limit with the equipped 802.11n hardware of the
ath9k_htc setup. At the same time, the latency is increased to around
35ms.

The goodput/latency tradeoff between TSQ and NoTSQ is evident from
this test, as well as the TSQ limitation in channel exploitation over an 802.11n
environment. The reason why TSQ does not provide optimal goodput lies in
the achieved frame aggregation, which is shown in Figure 4; the presence of a
limited number of packets queued in the driver limits the size of the aggregates
that can be built, which severely limits the achievable throughput. On the
other hand, disabling TSQ (with the NoTSQ test) lets the system reach the
maximum goodput, better utilising the channel, but inducing a latency that
reaches 35ms, ten times higher than with TSQ enabled. The goodput limit, in
this case, strongly depends on the WLAN cards hardware.

The natural question at this point is: is it possible to fully utilise the
channel, reaching high goodput through frame aggregation while maintaining
a low latency?

The CoTSQ solution. To explore the tradeoff between latency and
throughput, we performed additional experiments while varying the ms para-
meter. Figure 5a shows the results of exponentially increasing the parameter
value, as well as the effect of completely disabled TSQ. The figure shows that
while the latency keeps increasing with the allowed queue space, throughput
only increases up to the 8TSQ configuration. We then proceeded to a fine-
grained evaluation of xTSQ switching to a linear increment of values in the
range between three and eight ms. Figure 5b shows that the optimum tradeoff
is found at 6ms, which we will refer to as CoTSQ for the rest of this paper.
Here, throughput reaches the maximum value while maintaining a latency
only 2ms higher than the standard TSQ.

To examine the impact of CoTSQ in a scenario with more congestion, we
perform an additional evaluation in a scenario where 4 simultaneous TCP
uploads are active. Figure 6 shows the combined goodput of the four flows,
and the latency measured while they were active. The first thing to notice is
that the trend is maintained, CoTSQ and NoTSQ almost double the goodput
also in a more congested environment with four transmitting flows. The
second important thing to consider is that the latency induced by the CoTSQ
solution is not increased by the presence of more TCP flows, and remains at
6ms.

What happens in the presence of bidirectional traffic is shown by the
RRUL test. In this case, TSQ only impacts the upstream traffic. This is
because the client TSQ logic does not impact sending of ACKs from C, and
because the bottleneck is at the AP, so there is no queue at S, making TSQ
irrelevant. Figure 7 shows the results of the RRUL test run, and includes
the goodput value of both download and upload streams, together with the
induced latency. A very first thing to notice is the difference between the
goodput in the download and upload directions. When standard TSQ is in
place, the download is unfairly favoured; the difference is a factor of 3 with
more than 75 Mbit/s for the download and less than 25 Mbit/s for the upload.
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Figure 6: Goodput vs Latency, 4 TCP flows in upload.

Figure 7: Goodput vs Latency, RRUL test.

Figure 8: Goodput vs Latency, 1 TCP upload: ath9k setup.
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Figure 9: TCP RTT, 1 TCP upload: ath9k setup.

The reason for such unfairness is that while the upload traffic is limited by
TSQ, the download traffic is not, and so has no problem reaching its maximum
achievable throughput. CoTSQ reduces the difference between upload and
download, while keeping latency close to the value achieved by TSQ. While
NoTSQ achieves perfect fairness between upload and download, this comes at
the cost of almost twice the latency compared to TSQ and CoTSQ.

To show the impact of CoTSQ with a different queueing structure, Figure 8
shows the goodput of a single TCP upload together with the induced latency
on the ath9k configuration. The first difference to notice is that the ath9k
hardware achieves a higher maximum throughput due to its 3x3 MIMO setup.
However, the same relative impact of TSQ remains, with CoTSQ doubling
the achievable throughput relative to TSQ. As before, the latency increases
to 6ms with CoTSQ. The second difference to notice with Figure 6, is that
the mean induced latency on NoTSQ is reduced from almost 25ms in the
ath9k_htc setup, to less than 10ms in the ath9k setup. This is because the
WiFi-specific queueing structure used by the ath9k driver more effectively
isolates the latency measurement (ping) flow from the queue induced by the
TCP flow. To show the benefit of CoTSQ compared to NoTSQ in this setup,
we also show the RTT of the TCP flow itself during the same test, in Figure 9.
From this it is clear that CoTSQ helps the TCP sender to maintain a lower
RTT while still reaching almost optimal goodput; the difference between the
CoTSQ RTT and the NoTSQ RTT is nearly 20ms.

802.11ac. Figure 10a shows the goodput of a single TCP upload together
with the induced latency for the ath10k setup. This clearly shows the increased
maximum bandwidth of 802.11ac compared to 802.11n. The remarkable thing
to notice is that the goodput improvement from TSQ to CoTSQ in this setup
is even larger, showing an order of magnitude improvement. Figure 10b shows
the repeat of the experiment exploring different parameter values for TSQ.
From this, it is clear the optimal value of ms is still 6ms of data to enqueue.
However, increasing the ms beyond this does not lead to a stable maximum
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(a)

(b)

Figure 10: Goodput Vs Latency achieved during 1 TCP upload: ath10k setup. (a)
CoTSQ, NoTSQ and TSQ comparison. (b) Different ms values.
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goodput. We attribute this to interactions between queueing in the driver and
queueing in the firmware, and plan to investigate this further in the future.

To conclude this section, we have demonstrated with CoTSQ that it is
possible to achieve high TCP goodput over wireless 802.11 networks with a
negligible latency induction. Based on our results, we have submitted a patch
to the Linux kernel which modifies the TSQ parameters for all TCP flows
going out over wireless interfaces. The patch has been accepted for inclusion
and will be part of the upcoming version 4.17 of Linux.

6 Conclusions
We have designed and implemented CoTSQ, a solution that modifies the TSQ
logic of the Linux kernel to allow each flow to enqueue enough data to avoid
breaking the frame aggregation logic of wireless network interface cards. We
have tested our solution in both 802.11n and 802.11ac networks, with different
levels of traffic congestion. The results show that TSQ prevents full channel
utilisation in wireless networks due to the inability to aggregate packets. Our
CoTSQ solution doubles the achieves goodput in 802.11n networks, and
improves it by an order of magnitude in 802.11ac networks, in both cases with
a negligible increase in latency. Future work will investigate the benefit of
CoTSQ with a wider range of different wireless drivers as well as with different
TCP congestion control algorithms.
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Abstract

Programmable packet processing is increasingly implemented using
kernel bypass techniques, where a userspace application takes complete
control of the networking hardware to avoid expensive context switches
between kernel and userspace. However, as the operating system is
bypassed, so are its application isolation and security mechanisms; and
well-tested configuration, deployment and management tools cease to
function.

To overcome this limitation, we present the design of a novel ap-
proach to programmable packet processing, called the eXpress Data Path
(XDP). In XDP, the operating system kernel itself provides a safe execu-
tion environment for custom packet processing applications, executed
in device driver context. XDP is part of the mainline Linux kernel and
provides a fully integrated solution working in concert with the kernel’s
networking stack. Applications are written in higher level languages such
as C and compiled into custom byte code which the kernel statically
analyses for safety, and translates into native instructions.

We show that XDP achieves single-core packet processing perform-
ance as high as 24 million packets per second, and illustrate the flexibility
of the programming model through three example use cases: layer-3
routing, inline DDoS protection and layer-4 load balancing.

1 Introduction
High-performance packet processing in software requires very tight bounds
on the time spent processing each packet. Network stacks in general purpose
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operating systems are typically optimised for flexibility, which means they
perform too many operations per packet to be able to keep up with these high
packet rates. This has led to the increased popularity of special-purpose toolkits
for software packet processing, such as the Data Plane Development Kit
(DPDK) [1]. Such toolkits generally bypass the operating system completely,
instead passing control of the network hardware directly to the network
application and dedicating one, or several, CPU cores exclusively to packet
processing.

The kernel bypass approach can significantly improve performance, but
has the drawback that it is more difficult to integrate with the existing system,
and applications have to re-implement functionality otherwise provided by
the operating system network stack, such as routing tables and higher level
protocols. In the worst case, this leads to a scenario where packet processing
applications operate in a completely separate environment, where familiar
tooling and deployment mechanisms supplied by the operating system cannot
be used because of the need for direct hardware access. This results in increased
system complexity and blurs security boundaries otherwise enforced by the
operating system kernel. The latter is in particular problematic as infrastruc-
ture moves towards container-based workloads coupled with orchestration
systems such as Docker or Kubernetes, where the kernel plays a dominant role
in resource abstraction and isolation.

As an alternative to the kernel bypass design, we present a system that adds
programmability directly in the operating system networking stack in a co-
operative way. This makes it possible to perform high-speed packet processing
that integrates seamlessly with existing systems, while selectively leveraging
functionality in the operating system. This framework, called the eXpress
Data Path (XDP), works by defining a limited execution environment in the
form of a virtual machine running eBPF code, an extended version of original
BSD Packet Filter (BPF) [2] byte code format. This environment executes
custom programs directly in kernel context, before the kernel itself touches
the packet data, which enables custom processing (including redirection) at
the earliest possible point after a packet is received from the hardware. The
kernel ensures the safety of the custom programs by statically verifying them
at load time; and programs are dynamically compiled into native machine
instructions to ensure high performance.

XDP has been gradually integrated into the Linux kernel over several
releases, but no complete architectural description of the system as a whole has
been presented before. In this work we present a high-level design description
of XDP and its capabilities, and how it integrates with the rest of the Linux
kernel. Our performance evaluation shows raw packet processing performance
of up to 24 million packets per second per CPU core. While this does not
quite match the highest achievable performance in a DPDK-based application
on the same hardware, we argue that the XDP system makes up for this by
offering several compelling advantages over DPDK and other kernel bypass
solutions. Specifically, XDP:
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• Integrates cooperatively with the regular networking stack, retaining
full control of the hardware in the kernel. This retains the kernel
security boundary, and requires no changes to network configuration
and management tools. In addition, any network adapter with a Linux
driver can be supported by XDP; no special hardware features are needed,
and existing drivers only need to be modified to add the XDP execution
hooks.

• Makes it possible to selectively utilise kernel network stack features
such as the routing table and TCP stack, keeping the same configuration
interface while accelerating critical performance paths.

• Guarantees stability of both the eBPF instruction set and the program-
ming interface (API) exposed along with it.

• Does not require expensive packet re-injection from user space into
kernel space when interacting with workloads based on the normal
socket layer.

• Is transparent to applications running on the host, enabling new deploy-
ment scenarios such as inline protection against denial of service attacks
on servers.

• Can be dynamically re-programmed without any service interruption,
which means that features can be added on the fly or removed completely
when they are not needed without interruption of network traffic, and
that processing can react dynamically to conditions in other parts of the
system.

• Does not require dedicating full CPU cores to packet processing, which
means lower traffic levels translate directly into lower CPU usage. This
has important efficiency and power saving implications.

In the rest of this paper we present the design of XDP and our performance
analysis. This is structured as follows: Section 2 first outlines related work. Sec-
tion 3 then presents the design of the XDP system and Section 4 presents our
evaluation of its raw packet processing performance. Section 5 supplements
this with examples of real-world use cases that can be implemented with XDP.
Finally, Section 6 discusses future directions of XDP, and Section 7 concludes.

2 Related work
XDP is certainly not the first system enabling programmable packet pro-
cessing. Rather, this field has gained momentum over the last several years,
and continues to do so. Several frameworks have been presented to enable
this kind of programmability, and they have enabled many novel applications.
Examples of such applications include those performing single functions, such
as switching [3], routing [4], named-based forwarding [5], classification [6],
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caching [7] or traffic generation [8]. They also include more general solutions
which are highly customisable and can operate on packets from a variety of
sources [9–14].

To achieve high packet processing performance on Common Off The
Shelf (COTS) hardware, it is necessary to remove any bottlenecks between
the networking interface card (NIC) and the program performing the packet
processing. Since one of the main sources of performance bottlenecks is the
interface between the operating system kernel and the userspace applications
running on top of it (because of the high overhead of a system call and
complexity of the underlying feature-rich and generic stack), low-level packet
processing frameworks have to manage this overhead in one way or another.
The existing frameworks, which have enabled the applications mentioned
above, take several approaches to ensuring high performance; and XDP builds
on techniques from several of them. In the following we give a brief overview
of the similarities and differences between XDP and the most commonly used
existing frameworks.

The DataPlane Development Kit (DPDK) [1] is probably the most widely
used framework for high-speed packet processing. It started out as an Intel-
specific hardware support package, but has since seen a wide uptake under
the stewardship of the Linux Foundation. DPDK is a so-called kernel bypass
framework, which moves the control of the networking hardware out of the
kernel into the networking application, completely removing the overhead
of the kernel-userspace boundary. Other examples of this approach include
the PF_RING ZC module [15] and the hardware-specific Solarflare Open-
Onload [16]. Kernel bypass offers the highest performance of the existing
frameworks [17]; however, as mentioned in the introduction, it has significant
management, maintenance and security drawbacks.

XDP takes an approach that is the opposite of kernel bypass: Instead of
moving control of the networking hardware out of the kernel, the performance-
sensitive packet processing operations are moved into the kernel, and executed
before the operating system networking stack begins its processing. This
retains the advantage of removing the kernel-userspace boundary between
networking hardware and packet processing code, while keeping the kernel in
control of the hardware, thus preserving the management interface and the
security guarantees offered by the operating system. The key innovation that
enables this is the use of a virtual execution environment that verifies that
loaded programs will not harm or crash the kernel.

Prior to the introduction of XDP, implementing packet processing func-
tionality as a kernel module has been a high-cost approach, since mistakes
can crash the whole system, and internal kernel APIs are subject to frequent
change. For this reason, it is not surprising that few systems have taken this
approach. Of those that have, the most prominent examples are the Open
vSwitch [14] virtual switch and the Click [12] and Contrail [18] virtual router
frameworks, which are all highly configurable systems with a wide scope,
allowing them to amortise the cost over a wide variety of uses. XDP signific-
antly lowers the cost for applications of moving processing into the kernel,
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by providing a safe execution environment, and by being supported by the
kernel community, thus offering the same API stability guarantee as every
other interface the kernel exposes to userspace. In addition, XDP programs
can completely bypass the networking stack, which offers higher performance
than a traditional kernel module that needs to hook into the existing stack.

While XDP allows packet processing to move into the operating system for
maximum performance, it also allows the programs loaded into the kernel to
selectively redirect packets to a special user-space socket type, which bypasses
the normal networking stack, and can even operate in a zero-copy mode
to further lower the overhead. This operating mode is quite similar to the
approach used by frameworks such as Netmap [19] and PF_RING [20],
which offer high packet processing performance by lowering the overhead of
transporting packet data from the network device to a userspace application,
without bypassing the kernel completely. The Packet I/O engine that is part
of PacketShader [4] is another example of this approach, and it has some
similarities with special-purpose operating systems such as Arrakis [21] and
ClickOS [22].

Finally, programmable hardware devices are another way to achieve high-
performance packet processing. One example is the NetFPGA [23], which
exposes an API that makes it possible to run arbitrary packet processing
tasks on the FPGA-based dedicated hardware. The P4 language [24] seeks to
extend this programmability to a wider variety of packet processing hardware
(including, incidently, an XDP backend [25]). In a sense, XDP can be thought
of as a “software offload”, where performance-sensitive processing is offloaded
to increase performance, while applications otherwise interact with the regular
networking stack. In addition, XDP programs that don’t need to access kernel
helper functions can be offloaded entirely to supported networking hardware
(currently supported with Netronome smart-NICs [26]).

In summary, XDP represents an approach to high-performance packet
processing that, while it builds on previous approaches, offers a new tradeoff
between performance, integration into the system and general flexibility. The
next section explains in more detail how XDP achieves this.

3 The design of XDP
The driving rationale behind the design of XDP has been to allow high-
performance packet processing that can integrate cooperatively with the oper-
ating system kernel, while ensuring the safety and integrity of the rest of the
system. This deep integration with the kernel obviously imposes some design
constraints, and the components of XDP have been gradually introduced
into the Linux kernel over a number of releases, during which the design has
evolved through continuous feedback and testing from the community.

Unfortunately, recounting the process and lessons learned is not possible
in the scope of this paper. Instead, this section describes the complete system,
by explaining how the major components of XDP work, and how they fit
together to create the full system. This is illustrated by Figure 1, which shows
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a diagram of how XDP integrates into the Linux kernel, and Figure 2, which
shows the execution flow of a typical XDP program. There are four major
components of the XDP system:

• The XDP driver hook is the main entry point for an XDP program,
and is executed when a packet is received from the hardware.

• The eBPF virtual machine executes the byte code of the XDP program,
and just-in-time-compiles it for increased performance.

• BPF maps are key/value stores that serve as the primary communica-
tion channel to the rest of the system.

• The eBPF verifier statically verifies programs before they are loaded to
make sure they do not crash or corrupt the running kernel.

3.1 The XDP Driver Hook
An XDP program is run by a hook in the network device driver each time a
packet arrives. The infrastructure to execute the program is contained in the
kernel as a library function, which means that the program is executed directly
in the device driver, without context switching to userspace. As shown in
Figure 1, the program is executed at the earliest possible moment after a packet
is received from the hardware, before the kernel allocates its per-packet sk_buff
data structure or performs any parsing of the packet.

Figure 2 shows the various processing steps typically performed by an XDP
program. The program starts its execution with access to a context object.
This object contains pointers to the raw packet data, along with metadata
fields describing which interface and receive queue the packet was received on.

The program typically begins by parsing packet data, and can pass control
to a different XDP program through tail calls, thus splitting processing into
logical sub-units (based on, say, IP header version).

After parsing the packet data, the XDP program can use the context object
to read metadata fields associated with the packet, describing the interface and
receive queue the packet came from. The context object also gives access to
a special memory area, located adjacent in memory to the packet data. The
XDP program can use this memory to attach its own metadata to the packet,
which will be carried with it as it traverses the system.

In addition to the per-packet metadata, an XDP program can define and
access its own persistent data structures (through BPF maps, described in
Section 3.3 below), and it can access kernel facilities through various helper
functions. Maps allow the program to communicate with the rest of the
system, and the helpers allow it to selectively make use of existing kernel
functionality (such as the routing table), without having to go through the
full kernel networking stack. New helper functions are actively added by the
kernel development community in response to requests from the community,
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Figure 1: XDP’s integration with the Linux network stack. On packet arrival, before
touching the packet data, the device driver executes an eBPF program in the main
XDP hook. This program can choose to drop packets; to send them back out the same
interface it was received on; to redirect them, either to another interface (including
vNICs of virtual machines) or to userspace through special AF_XDP sockets; or to
allow them to proceed to the regular networking stack, where a separate TC BPF
hook can perform further processing before packets are queued for transmission. The
different eBPF programs can communicate with each other and with userspace through
the use of BPF maps. To simplify the diagram, only the ingress path is shown.
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thus continuously expanding the functionality that XDP programs can make
use of.

Finally, the program can write any part of the packet data, including
expanding or shrinking the packet buffer to add or remove headers. This
allows it to perform encapsulation or decapsulation, as well as, for instance,
rewrite address fields for forwarding. Various kernel helper functions are
available to assist with things like checksum calculation for a modified packet.

These three steps (reading, metadata processing, and writing packet data)
correspond to the light grey boxes on the left side of Figure 2. Since XDP
programs can contain arbitrary instructions, the different steps can alternate
and repeat in arbitrary ways. However, to achieve high performance, it is
often necessary to structure the execution order as described here.

At the end of processing, the XDP program issues a final verdict for the
packet. This is done by setting one of the four available return codes, shown
on the right-hand side of Figure 2. There are three simple return codes (with
no parameters), which can drop the packet, immediately re-transmit it out the
same network interface, or allow it to be processed by the kernel networking
stack. The fourth return code allows the XDP program to redirect the packet,
offering additional control over its further processing.

Unlike the other three return codes, the redirect packet verdict requires an
additional parameter that specifies the redirection target, which is set through
a helper function before the program exits. The redirect functionality can be
used (1) to transmit the raw packet out a different network interface (including
virtual interfaces connected to virtual machines), (2) to pass it to a different
CPU for further processing, or (3) to pass it directly to a special userspace
socket address family (AF_XDP). These different packet paths are shown as solid
lines in Figure 1. The decoupling of the return code and the target parameter
makes redirection a flexible forwarding mechanism, which can be extended
with additional target types without requiring any special support from either
the XDP programs themselves, or the device drivers implementing the XDP
hooks. In addition, because the redirect parameter is implemented as a map
lookup (where the XDP program provides the lookup key), redirect targets
can be changed dynamically without modifying the program.

3.2 The eBPF Virtual Machine
XDP programs run in the Extended BPF (eBPF) virtual machine. eBPF
is an evolution of the original BSD packet filter (BPF) [2] which has seen
extensive use in various packet filtering applications over the last decades.
BPF uses a register-based virtual machine to describe filtering actions. The
original BPF virtual machine has two 32-bit registers and understands 22
different instructions. eBPF extends the number of registers to eleven, and
increases register widths to 64 bits. The 64-bit registers map one-to-one to
hardware registers on the 64-bit architectures supported by the kernel, enabling
efficient just-in-time ( JIT) compilation into native machine code. Support for
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compiling (restricted) C code into eBPF is included in the LLVM compiler
infrastructure [27].

eBPF also adds new instructions to the eBPF instruction set. These include
arithmetic and logic instructions for the larger register sizes, as well as a call
instruction for function calls. eBPF adopts the same calling convention as the
C language conventions used on the architectures supported by the kernel.
Along with the register mapping mentioned above, this makes it possible to
map a BPF call instruction to a single native call instruction, enabling function
calls with close to zero additional overhead. This facility is used by eBPF to
support helper functions that eBPF programs can call to interact with the
kernel while processing, as well as for function calls within the same eBPF
program.

While the eBPF instruction set itself can express any general purpose
computation, the verifier (described in Section 3.4 below) places limitations on
the programs loaded into the kernel to ensure that the user-supplied programs
cannot harm the running kernel. With this in place, it is safe to execute
the code directly in the kernel address space, which makes eBPF useful for a
wide variety of tasks in the Linux kernel, not just for XDP. Because all eBPF
programs can share the same set of maps, this makes it possible for programs
to react to arbitrary events in other parts of the kernel. For instance, a separate
eBPF program could monitor CPU load and instruct an XDP program to
drop packets if load increases above a certain threshold.

The eBPF virtual machine supports dynamically loading and re-loading
programs, and the kernel manages the life cycle of all programs. This makes
it possible to extend or limit the amount of processing performed for a given
situation, by adding or completely removing parts of the program that are not
needed, and re-loading it atomically as requirements change. The dynamic
loading of programs also makes it possible to express processing rules directly
in program code, which for some applications can increase performance by
replacing lookups into general purpose data structures with simple conditional
jumps.

3.3 BPF Maps
eBPF programs are executed in response to an event in the kernel (a packet
arrival, in the case of XDP). Each time they are executed they start in the
same initial state, and they do not have access to persistent memory storage
in their program context. Instead, the kernel exposes helper functions giving
programs access to BPF maps.

BPF maps are key/value stores that are defined upon loading an eBPF
program, and can be referred to from within the eBPF code. Maps exist in
both global and per-CPU variants, and can be shared, both between different
eBPF programs running at various places in the kernel, as well as between
eBPF and userspace. The map types include generic hash maps, arrays and
radix trees, as well as specialised types containing pointers to eBPF programs
(used for tail calls), or redirect targets, or even pointers to other maps.
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Maps serve several purposes: they are a persistent data store between
invocations of the same eBPF program; a global coordination tool, where eBPF
programs in one part of the kernel can update state that changes the behaviour
in another; and a communication mechanism between userspace programs
and the kernel eBPF programs, similar to the communication between control
plane and data plane in other programmable packet processing systems.

3.4 The eBPF Verifier
Since eBPF code runs directly in the kernel address space, it can directly
access, and potentially corrupt, arbitrary kernel memory. To prevent this
from happening, the kernel enforces a single entry point for loading all eBPF
programs (through the bpf() system call). When loading an eBPF program
it is first analysed by the in-kernel eBPF verifier. The verifier performs a
static analysis of the program byte code to ensure that the program performs
no actions that are unsafe (such as accessing arbitrary memory), and that
the program will terminate. The latter is ensured by disallowing loops and
limiting the maximum program size. The verifier works by first building a
directed acyclic graph (DAG) of the control flow of the program. This DAG is
then verified as follows:

First, the verifier performs a depth-first search on the DAG to ensure
it is in fact acyclic, i.e., that it contains no loops, and also that it contains
no unsupported or unreachable instructions. Then, in a second pass, the
verifier walks all possible paths of the DAG. The purpose of this second
pass is to ensure that the program performs only safe memory accesses, and
that any helper functions are called with the right argument types. This is
ensured by rejecting programs that perform load or call instructions with
invalid arguments. Argument validity is determined by tracking the state of
all registers and stack variables through the execution of the program.

The purpose of this register state tracking mechanism is to ensure that
the program performs no out of bounds memory accesses without knowing
in advance what the valid bounds are. The bounds cannot be known because
programs must process data packets which vary in size; and similarly, the
contents of maps are not known in advance, so it is not known whether a
given lookup will succeed. To deal with this, the verifier checks that the
program being loaded does its own bounds checking before dereferencing
pointers to packet data, and that map lookups are checked for NULL values
before being dereferenced. This approach leaves the program writer in control
of how checks are integrated into the processing logic, and what to do in the
error path.

To track data access, the verifier tracks data types, pointer offsets and
possible value ranges of all registers. At the beginning of the program, R1
contains a pointer to the context metadata object, R10 is a stack pointer, and
all other registers are marked as not initialised. At each execution step, register
states are updated based on the operations performed by the program. When
a new value is stored in a register, that register inherits the state variables from
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the source of the value. Arithmetic operations will affect the possible value
ranges of scalar types, and the offsets of pointer types. The widest possible
range is stored in the state variables, e.g., if a one-byte load is performed
into a register, that register’s possible value range is set to 0-255. Branches in
the instruction graph will update the register state according to the logical
operation contained in the branch. For example, given a comparison such as
"R1 > 10", the verifier will set the maximum value of R1 to 10 in one branch,
and the minimum value to 11 in the other.

Using this range information stored in the state variables, it is possible for
the verifier to predict the ranges of memory that each load instruction can
potentially access, and ensure that only safe memory accesses are performed.
For packet data access this is done by looking for comparisons with the special
data_end pointer that is available in the context object; for values retrieved
from a BPF map the data size in the map definition is used; and for values
stored on the stack, accesses are checked against the data ranges that have
previously been written to. Furthermore, restrictions are placed on pointer
arithmetic, and pointers cannot generally be converted to integer values. Any
eBPF program that performs operations that the verifier cannot prove are safe,
are simply rejected at load time. In addition to this, the verifier also uses the
range information to enforce aligned memory accesses.

It should be noted that the purpose of the verifier is to protect the internals
of the kernel from being exposed to malicious or buggy eBPF programs,
not to ensure that the programs perform their designated function in the
most efficient way possible. That is, an XDP program can slow down the
machine by performing excessive processing (up to the maximum program
size), and it can corrupt network packets if written incorrectly. Loading
programs requires administrative (root) privileges for this reason, and it is up
to the eBPF programmer to prevent these types of bugs, and to the system
administrator to decide which programs to load on the system.

3.5 Example XDP program
To showcase the features described above, Listing 1 shows an example of

a simple XDP program. The program will parse packet headers, and reflect
all UDP packets by swapping the source and destination MAC addresses and
sending the packet back out the interface it came in on. While this is obviously
a very simple example, the program does feature most of the components of
an XDP program that is useful in the real world. Specifically:

• A BPF map is defined (lines 1–7) for keeping statistics of the number of
processed packets. The map is keyed on IP protocol number and each
value is simply a packet count (updated in lines 55–57). A userspace
program can poll this map to output statistics while the XDP program
is running.

• Pointers to the start and end of the packet data is read from the context
object (lines 27–28), to be used for direct packet data access.
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1 /* map used to count packets; key is IP protocol, value is pkt count */
2 struct bpf_map_def SEC("maps") rxcnt = {
3 .type = BPF_MAP_TYPE_PERCPU_ARRAY,
4 .key_size = sizeof(u32),
5 .value_size = sizeof(long),
6 .max_entries = 256,
7 };
8 /* swaps MAC addresses using direct packet data access */
9 static void swap_src_dst_mac(void *data)

10 {
11 unsigned short *p = data; unsigned short dst[3];
12 dst[0] = p[0]; dst[1] = p[1]; dst[2] = p[2];
13 p[0] = p[3]; p[1] = p[4]; p[2] = p[5];
14 p[3] = dst[0]; p[4] = dst[1]; p[5] = dst[2];
15 }
16 static int parse_ipv4(void *data, u64 nh_off, void *data_end)
17 {
18 struct iphdr *iph = data + nh_off;
19 if (iph + 1 > data_end)
20 return 0;
21 return iph->protocol;
22 }
23
24 SEC("xdp1") /* marks main eBPF program entry point */
25 int xdp_prog1(struct xdp_md *ctx)
26 {
27 void *data_end = (void *)(long)ctx->data_end;
28 void *data = (void *)(long)ctx->data;
29 struct ethhdr *eth = data; int rc = XDP_DROP;
30 long *value; u16 h_proto; u64 nh_off; u32 ipproto;
31
32 nh_off = sizeof(*eth);
33 if (data + nh_off > data_end)
34 return rc;
35 h_proto = eth->h_proto;
36
37 /* check VLAN tag; could be repeated to support double-tagged VLAN */
38 if (h_proto == htons(ETH_P_8021Q) || h_proto == htons(ETH_P_8021AD)) {
39 struct vlan_hdr *vhdr;
40 vhdr = data + nh_off;
41 nh_off += sizeof(struct vlan_hdr);
42 if (data + nh_off > data_end)
43 return rc;
44 h_proto = vhdr->h_vlan_encapsulated_proto;
45 }
46
47 if (h_proto == htons(ETH_P_IP))
48 ipproto = parse_ipv4(data, nh_off, data_end);
49 else if (h_proto == htons(ETH_P_IPV6))
50 ipproto = parse_ipv6(data, nh_off, data_end);
51 else
52 ipproto = 0;
53
54 /* lookup map element for ip protocol, used for packet counter */
55 value = bpf_map_lookup_elem(&rxcnt, &ipproto);
56 if (value)
57 *value += 1;
58
59 /* swap MAC addrs for UDP packets, transmit out this interface */
60 if (ipproto == IPPROTO_UDP) {
61 swap_src_dst_mac(data);
62 rc = XDP_TX;
63 }
64 return rc;
65 }

Listing 1: Example XDP program. The program parses packet headers, swaps source
and destination MAC addresses for all UDP packets, and sends them back out the same
interface. A packet counter is kept per IP protocol number. Adapted from xdp2_kern.c,
which is distributed with the kernel source code.
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• Checking against the data_end pointer ensures that no data is read out
of bounds (lines 19, 33 and 42). The verifier ensures correctness even
across pointer copies (as in lines 19–20).

• The program must handle any packet parsing itself, including things
such as VLAN headers (lines 37–45).

• Direct packet data access is used to modify the packet headers (lines
12–14).

• The map lookup helper function exposed by the kernel (called on line
55). This is the only real function call in the program; all other functions
are inlined on compilation, including helpers like htons().

• The final packet verdict is communicated by the program return code
(line 64).

When the program is installed on an interface, it is first compiled into
eBPF byte code, then checked by the verifier. The notable things checked by
the verifier in this case are (a) the absence of loops, and the total size of the
program, (b) that all direct packet data accesses are preceded by appropriate
bounds checking (c) that the sizes of parameters passed to the map lookup
function matches the map definition, and (d) that the return value from the
map lookup is checked against NULL before it is accessed.

3.6 Summary
The XDP system consists of four major components: (1) The XDP device
driver hook which is run directly after a packet is received from the hardware.
(2) The eBPF virtual machine which is responsible for the actual program
execution (and is also used for executing programs in other parts of the kernel).
(3) BPF maps, which allow programs running in various parts of the kernel to
communicate with each other and with userspace. And (4) The eBPF verifier,
which ensures programs do not perform any operations that can harm the
running kernel.

These four components combine to create a powerful environment for
writing custom packet processing applications, that can accelerate packet
processing in essential paths, while integrating with the kernel and making full
use of its existing facilities. The performance achievable by these applications
is the subject of the next section.

4 Performance evaluation
In this section we present our performance evaluation of XDP. As mentioned
in Section 2, there are quite a few existing systems for high-performance packet
processing, and benchmarking all of them is not feasible in the scope of this
paper. Instead, we note that DPDK is the existing solution that achieves
the highest performance [17], and compare against that as a baseline for the
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current state of the art in high-speed software packet processing (using the
testpmd example application shipped with the 18.05 release of DPDK). We
focus on the raw packet processing performance, using synthetic benchmarks,
and also compare against the performance of the Linux kernel network stack,
to show the performance improvements offered by XDP in the same system.
In the next section, we supplement these raw performance benchmarks with
some examples of real-world applications implemented on top of XDP, to
demonstrate their feasibility within the programming model.

For all benchmarks, we use a machine equipped with a hexa-core Intel
Xeon E5-1650 v4 CPU running at 3.60GHz, which supports Intel’s Data
Direct I/O (DDIO) technology allowing the networking hardware Direct
Memory Access (DMA) system to place packet data directly in the CPU
cache. The test machine is equipped with two Mellanox ConnectX-5 Ex VPI
dual-port 100Gbps network adapters, which are supported by the mlx5 driver.
We use the TRex packet generator [28] to produce the test traffic. The test
machine runs a pre-release of version 4.18 of the Linux kernel. To help others
reproduce our results, we make available the full details of our setup, along
with links to source code and the raw test data, in an online repository [29].

In our evaluation, we focus on three metrics:

• Packet drop performance. To show the maximum packet processing
performance, we measure the performance of the simplest possible
operation of dropping the incoming packet. This effectively measures
the overhead of the system as a whole, and serves as an upper bound on
the expected performance of a real packet processing application.

• CPU usage. As mentioned in the introduction, one of the benefits of
XDP is that it scales the CPU usage with the packet load, instead of
dedicating CPU cores exclusively to packet processing. We quantify this
by measuring how CPU usage scales with the offered network load.

• Packet forwarding performance. A packet processing system that cannot
forward packets has limited utility. Since forwarding introduces an
additional complexity compared to the simple processing case (e.g.,
interacting with more than one network adapter, rewriting link-layer
headers, etc.), a separate evaluation of forwarding performance is useful.
We include both throughput and latency in the forwarding evaluation.

We have verified that with full-sized (1500 bytes) packets, our system
can process packets at line-speed (100Gbps) on a single core that is half-idle.
This makes it clear that the challenge is processing many packets per second,
as others have also noted [19]. For this reason, we perform all tests using
minimum-sized (64 bytes) packets, and measure the maximum number of
packets per second the system can process. To measure how performance
scales with the number of CPU cores, we repeat the tests with an increasing
number of cores dedicated to packet processing.23 For XDP and the Linux

23The Hyperthreading feature of the CPU is disabled for our experiments, so whenever we
refer to the number of active CPU cores, this means the number of physical cores.
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network stack (which do not offer an explicit way to dedicate cores to packet
processing) we achieve this by configuring the hardware Receive Side Scaling
(RSS) feature to steer traffic to the desired number of cores for each test.

As we will see in the results below, our tests push the hardware to its
very limits. As such, tuning the performance of the system as a whole is
important to realise optimal performance. This includes the physical hardware
configuration, configuration of the network adapter features such as Ethernet
flow control and receive queue size, and configuration parameters of the
Linux kernel, where we for instance disable full preemption and the “retpoline”
mitigation for the recent Meltdown and Spectre vulnerabilities. The full details
of these configuration issues are omitted here due to space constraints, but are
available in the online repository.

The following subsections present the evaluation results for each of the
metrics outlined above, followed by a general discussion of the performance of
XDP compared to the other systems. As all our results are highly repeatable,
we show results from a single test run (with no error bars) to make the graphs
more readable.

4.1 Packet Drop Performance
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Figure 3: Packet drop performance. DPDK uses one core for control tasks, so only 5
are available for packet processing.

Figure 3 shows the packet drop performance as a function of the number
of cores. The baseline performance of XDP for a single core is 24Mpps, while
for DPDK it is 43.5Mpps. Both scale their performance linearly until they
approach the global performance limit of the PCI bus, which is reached at
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115Mpps after enabling PCI descriptor compression support in the hardware
(trading CPU cycles for PCI bus bandwidth).

The figure also shows the performance of the Linux networking stack in
two configurations: one where we use the “raw” table of the iptables firewall
module to drop packets, which ensures the earliest possible drop in the network
stack processing; and another where we use the connection tracking (conntrack)
module, which carries a high overhead, but is enabled by default on many
Linux distributions. These two modes illustrate the performance span of
the Linux networking stack, from 1.8 Mpps of single-core performance with
conntrack, up to 4.8 Mpps in raw mode. It also shows that in the absence
of hardware bottlenecks, Linux performance scales linearly with the number
of cores. And finally, it shows that with its 24 Mpps on a single core, XDP
offers a five-fold improvement over the fastest processing mode of the regular
networking stack.

As part of this Linux raw mode test, we also measured the overhead
of XDP by installing an XDP program that does no operation other than
updating packets counters and passing the packet on to the stack. We measured
a drop in performance to 4.5Mpps on a single core, corresponding to 13.3 ns
of processing overhead. This is not shown on the figure, as the difference is
too small to be legible.

4.2 CPU Usage
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Figure 4: CPU usage in the drop scenario. Each line stops at the method’s max-
imum processing capacity. The DPDK line continues at 100% up to the maximum
performance shown in Figure 3.
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We measure the CPU usage of the different tested systems when running
the packet drop application on a single CPU core, by recording the percentage
of CPU busy time using the mpstat system utility. The results of this is
shown in Figure 4. The test varies the offered packet load up to the maximum
that each system can handle on a single core.

Since DPDK by design dedicates a full core to packet processing, and uses
busy polling to process the packets, its CPU usage is always pegged at 100%,
which is the green line at the top of the figure. In contrast, both XDP and
Linux smoothly scale CPU usage with the offered load, with a slightly larger
relative increase in CPU usage at a small offered load level.

The non-linearity of the graph in the bottom-left corner is due to the fixed
overhead of interrupt processing. At lower packet rates, the number of packets
processed during each interrupt is smaller, leading to higher CPU usage per
packet.

4.3 Packet Forwarding Performance
Figure 5 shows packet forwarding performance. The forwarding applications
perform a simple Ethernet address rewrite, where the source and destination
address of the incoming packet are swapped before the packet is forwarded.
This is the minimum rewriting that is needed for packet forwarding to func-
tion, so the results represent an upper bound on forwarding performance.
Since XDP can forward packets out the same NIC as well as out a different
NIC (using two different program return codes), we include both modes in
the graph. The DPDK example program only supports forwarding packets
through a different interface, so we only include this operating mode in the test.
Finally, the Linux networking stack does not support this minimal forward-
ing mode, but requires a full bridging or routing lookup to forward packets;
this lookup is expensive, and since the other applications do not perform it,
the results are not directly comparable. For this reason, we omit the Linux
networking stack from these results, and instead include the Linux routing
performance in our routing use case presented in Section 5.1.

As Figure 5 shows, we again see linear scaling with the number of cores up
to a global performance bottleneck. The absolute performance is somewhat
lower than for the packet drop case, which shows the overhead of packet
forwarding. We also see that the XDP performance improves significantly
when packets are sent out on the same interface that they were received on,
surpassing the DPDK forwarding performance at two cores and above. The
performance difference is primarily due to differences in memory handling:
packet buffers are allocated by the device driver and associated with the receiv-
ing interface. And so, when the packet is forwarded out a different interface,
the memory buffer needs to be returned to the interface that it is associated
with.

Looking at forwarding latency, as seen in Table 1, the relative performance
of XDP and DPDK for different-NIC forwarding are reflected for the high
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Table 1: Packet forwarding latency. Measurement machine connected to two ports on
the same NIC, measuring end-to-end latency for 50 seconds with high and low packet
rates (100 pps and 1 Mpps).

Average Maximum < 10µs
100 pps 1 Mpps 100 pps 1 Mpps 100 pps 1 Mpps

XDP 82µs 7µs 272µs 202µs 0% 98.1%
DPDK 2µs 3µs 161µs 189µs 99.5% 99.0%
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Figure 5: Packet forwarding throughput. Sending and receiving on the same interface
takes up more bandwidth on the same PCI port, which means we hit the PCI bus limit
at 70 Mpps.

packet rate test (with DPDK showing slightly lower variance as well). How-
ever, for low packet rates, the latency of XDP is dominated by the interrupt
processing time, which leads to much higher end-to-end latency than DPDK
achieves with constant polling.

4.4 Discussion
As we have seen in the previous subsections, XDP achieves significantly higher
performance than the regular Linux networking stack. Even so, for most use
cases XDP does not quite match the performance of DPDK. We believe this is
primarily because DPDK has incorporated more performance optimisations
at the lowest level of the code. To illustrate this, consider the packet drop
example: XDP achieves 24Mpps on a single core, which corresponds to 41.6
nanoseconds per packet, while DPDK achieves 43.5Mpps, or 22.9 nanoseconds
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per packet. The difference of 18.7 nanoseconds corresponds to 67 clock cycles
on the 3.6GHz processor in our test machine. Thus, it is clear that every micro-
optimisation counts; for example, we measure an overhead of 1.3 nanoseconds
for a single function call on our test system. The mlx5 driver performs 10
function calls when processing a single packet, corresponding to 13 of the 18.7
nanoseconds of performance difference between XDP and DPDK.

Some of this overhead is inevitable on a general-purpose operating system
such as Linux, as device drivers and subsystems are structured in a way that
makes it possible to support a wide variety of systems and configurations.
However, we believe that some optimisations are viable. For instance, we
have performed an experiment that removed DMA-related function calls that
were not needed on our specific hardware from the driver, removing four of
the 10 per-packet function calls. This improved the packet drop performance
to 29Mpps. Extrapolating this, removing all function calls would increase
performance to 37.6Mpps. While this is not possible in practice, it is possible
to remove some of them, and combining this with other performance optim-
isations, we believe it is reasonable to expect the performance gap between
DPDK and XDP to lessen over time. We see similar effects with other drivers,
such as the i40e driver for 40Gbps Intel cards, which achieves full performance
up to the NIC hardware performance limit with both XDP and DPDK.24

Given the above points, we believe it is feasible for XDP to further decrease
the performance delta to DPDK. However, given the benefits of XDP in terms
of flexibility and integration with the rest of the system, XDP is already a
compelling choice for many use cases; we show some examples of this in the
next section.

5 Real-world use cases
To show how the various aspects of XDP can be used to implement useful
real-world applications, this section describes three example use cases. These
use cases have all seen deployment in one form or another, although we use
simplified versions in our evaluation to be able to make the code available. We
also refer the reader to [30] for an independent look at some of the challenges
of implementing real-world network services in XDP.

The purpose of this section is to demonstrate the feasibility of imple-
menting each use case in XDP, so we do not perform exhaustive performance
evaluations against state of the art implementations. Instead, we use the regular
Linux kernel stack as a simple performance baseline and benchmark the XDP
applications against that. The three use cases are a software router, an inline
Denial of Service (DoS) mitigation application and a layer-4 load balancer.
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Figure 6: Software routing performance. Since the performance scales linearly with
the number of cores, only the results for a single core are shown.

5.1 Software Routing
The Linux kernel contains a full-featured routing table, which includes support
for policy routing, source-specific routing, multi-path load balancing, and
more. For the control plane, routing daemons such as Bird [31] or FRR [32]
implement a variety of routing control plane protocols. Because of this rich
ecosystem supporting routing on Linux, re-implementing the routing stack
in another packet processing framework carries a high cost, and improving
performance of the kernel data plane is desirable.

XDP is a natural fit for this task, especially as it includes a helper function
which performs full routing table lookups directly from XDP. The result of
the lookup is an egress interface and a next-hop MAC address, which makes it
possible for the XDP program to immediately forward the packet if the lookup
succeeds. If no next-hop MAC is known (because neighbour lookup has not
been performed yet), the XDP program can pass the packet to the networking
stack, which will resolve the neighbour, allowing subsequent packets to be
forwarded by XDP.

To show the performance of this use case, we use the XDP routing example
that is included in the Linux kernel source [33] and compare its performance
to routing in the regular Linux network stack. We perform two tests: one
with a single route installed in the routing table, and another where we use a
full dump of the global BGP routing table from routeviews. org . In both
cases, all next-hop addresses are set to the address of the test system connected
to our egress interface. The full table contains 752,138 distinct routes, and for
our tests we generate 4000 random destination IP addresses to make sure we
exercise the full table.25.

The performance of this use case is seen in Figure 6. Using XDP for the
forwarding plane improves performance with a factor of 2.5 for a full table

24While DPDK uses the drivers in the operating system to assume control of the hardware, it
contains its own drivers that are used for the actual packet processing.

25Using fewer than 4000 destination IPs, the part of the routing table that is actually used is
small enough to be kept in the CPU cache, which gives misleading (better) results. Increasing the
number of IPs above 4000 had no additional effects on forwarding performance.

routeviews.org
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lookup, and a factor of 3 for the smaller routing table example. This makes it
feasible to run a software router with a full BGP table at line rate on a 10Gbps
link using a single core (using a conservative estimate of an average packet size
of 300 bytes).

5.2 Inline DoS Mitigation
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Figure 7: DDoS performance. Number of TCP transactions per second as the level of
attack traffic directed at the server increases.

DoS attacks continue to plague the internet, typically in the form of
distributed attacks (DDoS attacks) from compromised devices. With XDP, it
is possible to deploy packet filtering to mitigate such attacks directly at the
application servers, without needing to change applications. In the case of a
virtual machine deployment, the filter can even be installed in the hypervisor,
and thus protect all virtual machines running on the host.

To show how this could work, we perform a test modelled on the DDoS
mitigation architecture used by Cloudflare, which uses XDP as the filtering
mechanism [34]. Their Gatebot architecture works by sampling traffic at
servers located in distributed Points of Presence (PoPs), collecting it centrally
for analysis, and formulating mitigation rules based on the analysis. The
mitigation rules take the form of a series of simple checks on the packet
payload, which are compiled directly into eBPF code and distributed to the
edge servers in the PoPs. Here the code is executed as an XDP program that
will drop packets matching the rules, while also updating match counters
stored in BPF maps.
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To test the performance of such a solution, we use an XDP program
that parses the packet headers and performs a small number of tests26 to
identify attack traffic and drop it, and uses the CPU redirect feature to pass all
other packets to a different CPU core for processing. To simulate a baseline
application load we use the Netperf benchmarking tool [35]. Netperf contains
a TCP-based round-trip benchmark, which opens a TCP connection and sends
a small payload that is echoed back from the server, repeating as soon as
a reply is received. The output is the number of transactions per second,
which represents performance of an interactive use case, such as small remote
procedure calls.

We run our experiment on a single core, to illustrate the situation where
legitimate traffic has to compete for the same hardware resources as attack
traffic. We apply a baseline load of 35.000 TCP transactions per second, then
simulate the DoS attack by offering an increasing load of small UDP packets
matching our packet filter. We measure the TCP transactions performance as
the attack traffic volume increases, reporting the average of four test repetitions
per data point.

The results of this is shown in Figure 7. Without the XDP filter, perform-
ance drops rapidly, being halved at 3Mpps and effectively zero at just below
3.5Mpps of attack traffic. However, with the XDP filter in place, the TCP
transaction performance is stable at around 28.500 transactions per second
until 19.5Mpps of attack traffic, after which it again drops rapidly. This shows
that effective DDoS filtering is feasible to perform in XDP, which comfort-
ably handles 10Gbps of minimum-packet DoS traffic on a single CPU core.
Deploying DDoS mitigation this way leads to increased flexibility, since no
special hardware or application changes are needed.

5.3 Load Balancing
For the load balancer use case, we use the XDP component of the Katran load
balancer [36] released as open source by Facebook. This works by announcing
an IP address for the service, which is routed to the load balancer. The load
balancer hashes the source packet header to select a destination application
server. The packet is then encapsulated and sent to the application server,
which is responsible for decapsulating it, processing the request, and replying
directly to the originator. The XDP program performs the hashing and
encapsulation, and returns the packet out the same interface on which it
was received. It keeps configuration data in BPF maps and implements the
encapsulation entirely in the eBPF program.

To test this use case, we configure the Katran XDP program with a fixed
number of destination hosts27, and run it on our test machine. We compare
it with the IPVS load balancer that is part of the Linux kernel, which can be
configured in the same way. The performance of both is shown in Table 2,

26Our example program performs four packet data reads per packet, to parse the outer packet
headers and drop packets with a pre-defined UDP destination port number.

27We use one virtual IP per CPU core, and 100 destinations per virtual IP.
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CPU Cores 1 2 3 4 5 6

XDP (Katran) 5.2 10.1 14.6 19.5 23.4 29.3
Linux (IPVS) 1.2 2.4 3.7 4.8 6.0 7.3

Table 2: Load balancer performance (Mpps).

which shows linear scaling with the number of CPUs, and that XDP offers a
performance gain of 4.3x over IPVS.

6 Future directions of XDP
As we have shown above, XDP offers high performance and can be used to
implement a variety of real-world use cases. However, this does not mean
that XDP is a finished system. On the contrary, as part of the Linux kernel,
XDP undergoes continuous improvement. Some of this development effort
goes into softening the rough edges that are the inevitable result of XDP being
incrementally incorporated into a general purpose operating system kernel.
Other efforts continue to push the boundaries of XDP’s capabilities. In this
section we discuss some of these efforts.

6.1 Limitations on eBPF programs
As mentioned previously, the programs loaded into the eBPF virtual machine
are analysed by the eBPF verifier, which places certain limitations on the
programs to ensure they do not harm the running kernel. These limitations
fall in two categories: (a) Ensuring the program will terminate, which is
implemented by disallowing loops and limiting the maximum size of the
program. And (b) ensuring the safety of memory accesses, which is done by
the register state tracking explained in Section 3.4.

Since the primary function of the verifier is to ensure the safety of the
kernel, a conservative approach is taken, and the verifier will reject any pro-
gram that it cannot prove is safe. This can lead to false negatives, where safe
programs are needlessly rejected; reducing such cases is an ongoing effort. The
error messages reported by the verifier have also been made friendlier, to make
it easier for developers to change their code to fix verification errors when they
do occur. Support for function calls in eBPF has recently been added, support
for bounded loops is planned, and efficiency improvements of the verifier itself
are being worked on, which will allow it to operate on larger programs.

Another limitation of eBPF programs compared to user-space C programs
is the lack of a standard library, including things like memory allocation,
threading, locking, etc. This is partly alleviated by the life cycle and execution
context management of the kernel (i.e., an XDP program is automatically run
for each arriving packet), and partly by the helper functions exposed by the
kernel.
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Finally, only one XDP program can be attached to each networking inter-
face. This can be worked around by cooperation between programs, where the
tail call functionality can be used to either dynamically dispatch to different
programs depending on packet content, or to chain several programs together.

6.2 User Experience and Debugging
Since an XDP program runs in the kernel, the debugging tools available to a
regular userspace program are not generally applicable. Instead, the debugging
and introspection features included in the kernel can be applied to XDP (and
other eBPF programs). These tools include tracepoints and kprobes [37] as
well as the performance counters that are part of the perf subsystem [38].
However, developers who are not familiar with the kernel ecosystem may find
this ecosystem of kernel-specific tools a limitation. To ease the transition, a
variety of tools exist, including the BPF Compiler Collection [39], the bpftool
introspection program [40] and the libbpf library of utility functions [41].
These have already seen significant improvements, but more work is needed in
this area.

6.3 Driver Support
Each device driver needs to add support for running XDP programs, by
supporting an API exposed by the core networking stack, and support is
continuously being added to more and more drivers.28 However, since features
are usually implemented in smaller increments, some care is still needed when
selecting hardware to use with XDP, to ensure full support for the features
needed for a particular use case. However, since XDP is integrated into the
kernel device driver model, it imposes no particular capability constraints on
the hardware, which means that full support in all drivers is possible.

As the XDP system has evolved, the need to keep the changes required
in drivers to support XDP to a minimum has become increasingly clear, and
some steps have been taken in this direction. For instance, support for new
targets can be added to the redirection action without any changes needed
from the drivers. Finally, the Generic XDP feature [43] allows running XDP
programs (at reduced performance) even if the networking driver lacks the
proper support, by moving execution into the core networking stack.

6.4 Performance Improvements
As we discussed in Section 4.4, there is still a performance gap between XDP
and DPDK in some use cases. Efforts to improve this are ongoing, which
includes micro-optimisations of driver code as well as changes to the core XDP
code to remove unnecessary operations, and amortise processing costs through
improved batching.

28At the time of writing Linux 4.18 has XDP support in 12 different drivers, including most
high-speed network adapters. For an updated list, see [42].
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6.5 QoS and Rate Transitions
Currently, XDP does not implement any mechanism for supporting different
Quality of Service (QoS) levels. Specifically, an XDP program receives no
back-pressure when attempting to forward packets to a destination that has
exhausted its capacity, such as when joining networks with different speeds or
other mismatched network characteristics.

While QoS is lacking from XDP, the Linux kernel networking stack fea-
tures best-in-class Active Queue Management (AQM) and packet scheduling
algorithms [44]. Not all of these features are a good fit for the XDP architec-
ture, but we believe that selectively integrating features from the networking
stack into XDP is an opportunity to provide excellent support for QoS and
AQM in XDP, in a way that can be completely transparent to the packet
processing applications themselves. We are planning to explore this further.

6.6 Accelerating Transport Protocols
With XDP we have shown how high-speed packet processing can be integrated
cooperatively into the operating system to accelerate processing while making
use of existing features of the operating system where it makes sense. XDP
focuses on stateless packet processing, but extending the same model to stateful
transport protocols such as TCP would provide many of the same performance
benefits to applications that require reliable (and thus stateful) transports.
Indeed, others have shown that accelerated transport protocols can significantly
improve performance relative to the regular operating system stack [45–48].

One of these previous solutions [45] shows that there is significant potential
in improving the raw packet processing performance while keeping the in-
kernel TCP stack itself. XDP is a natural fit for this, and there has been some
initial discussion of how this could be achieved [49]; while far from trivial, this
presents an exciting opportunity for expanding the scope of the XDP system.

6.7 Zero-copy to userspace
As mentioned in Section 3.1, an XDP program can redirect data packets to a
special socket opened by a user space application. This can be used to improve
performance of network-heavy applications running on the local machine.
However, in its initial implementation, this mechanism still involves copying
the packet data, which negatively affects performance. There is ongoing work
to enable true zero-copy data transfer to user space applications through AF_-
XDP sockets. This places some constrains on the memory handling of the
network device, and so requires explicit driver support. The first such support
was merged into the kernel in the 4.19 release cycle, and work is ongoing
to add it to more drivers. The initial performance numbers look promising,
showing transfers of upwards of 20 Mpps to userspace on a single core.
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6.8 XDP as a building block
Just as DPDK is used as a low-level building block for higher level packet
processing frameworks (e.g., [11]), XDP has the potential to serve as a runtime
environment for higher-level applications. In fact, we have already started
to see examples of applications and frameworks leveraging XDP. Prominent
examples include the Cilium security middle-ware [50], the Suricata network
monitor [51], Open vSwitch [52] and the P4-to-XDP compiler project [25].
There is even an effort to add XDP as a low-level driver for DPDK [53].

7 Conclusion
We have presented XDP, a system for safely integrating fast programmable
packet processing into the operating system kernel. Our evaluation has shown
that XDP achieves raw packet processing performance of up to 24Mpps on a
single CPU core.

While this is not quite on par with state of the art kernel bypass-based
solutions, we argue that XDP offers other compelling features that more
than make up for the performance delta. These features include retaining
kernel security and management compatibility; selectively utilising existing
kernel stack features as needed; providing a stable programming interface; and
complete transparency to applications. In addition, XDP can be dynamically
re-programmed without service interruption, and requires neither specialised
hardware nor dedicating resources exclusively to packet processing.

We believe that these features make XDP a compelling alternative to all-or-
nothing kernel bypass solutions. This belief is supported by XDP’s adoption
in a variety of real-world applications, some of which we have shown examples
of. Furthermore, the XDP system is still evolving, and we have outlined a
number of interesting developments which will continue to improve it in the
future.
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Abstract
Running network performance experiments on real systems is essen-

tial for a complete understanding of protocols and systems connected to
the internet. However, the process of running experiments can be tedious
and error-prone. In particular, ensuring reproducibility across different
systems is difficult, and comparing different test runs from an experiment
can be non-trivial.

In this paper, we present a tool, called Flent, designed to make experi-
mental evaluations of networks more reliable and easier to perform. Flent
works by composing well-known benchmarking tools to, e.g., run tests
consisting of several bulk data flows combined with simultaneous latency
measurements. Tests are specified in source code, and several common
tests are included with the tool. In addition, Flent contains features to
automate test runs, collect relevant metadata and interactively plot and
explore datasets.

We showcase Flent’s capabilities by performing a set of experiments
evaluating the new BBR congestion control algorithm, using Flent’s
capabilities to reproduce experiments both in a controlled testbed and
across the public internet. Our evaluation reveals several interesting
features of BBR’s performance.

1 Introduction
Running properly managed experimental evaluations of networks and network
services can be tedious and error-prone, which is part of the reason why new
network technologies are often primarily (or even exclusively) evaluated by
simulation. In this work we present a tool that is designed to aid researchers
in increasing reliability and making it easier to run tests on real network
hardware.
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There are several reasons why it is valuable to run experiments instead
of simulations. The main reason is also the most obvious: simulations are
necessarily idealised, and may be inaccurate; real-world systems simply behave
differently than simulations. Another reason to prefer experiments on real
systems is the sheer pace of development of, especially, open source operating
systems. Linux, in particular, has seen sweeping changes to its network stack
over the last years, in many aspects completely changing its behaviour. These
changes mean that the assumptions underlying new research need to be verified
against actual systems running on the internet.

We present a tool designed to work towards the goal of making testing
more reliable and easier to carry out. This tool, called Flent ("the FLExible
Network Tester"), works by composing well-known benchmarking tools
to (for example) run tests consisting of several bulk data flows combined
with simultaneous latency measurements or measure application traffic while
loading the link with background flows. Tests are specified in source code, and
several common tests are included with the tool. In addition, Flent contains
features to automate test runs, collect metadata and auxiliary data sets, and to
interactively plot data collected from experiments.

To showcase Flent’s capabilities, we perform an experimental evaluation of
the BBR congestion control algorithm [1] for TCP. BBR was released recently,
and has only been subject of a few independent evaluations. As such, we
consider an evaluation of BBR both timely, and appropriate for showing the
capabilities of Flent. We evaluate the performance of BBR in a controlled
testbed with different Active Queue Management (AQM) algorithms on the
bottleneck link, as well as over a link on the public internet. The evaluation
reveals several interesting features of BBR, including its ability to function
without using drops as a sign of congestion.

The rest of the paper is structured as follows: Section 2 elaborates on
the difficulties that we seek to alleviate, and Section 3 describes Flent and
how it addresses them. Section 4 showcases Flent’s capabilities by performing
an experimental evaluation of the BBR congestion control algorithm. Sec-
tion 5 summarises related work and, finally, Section 6 contains the concluding
summary.

2 Experimental challenges
The key difficulties that the Flent testing tool is designed to address, are
reproducibility of experiments, testbed configuration and automation, and
storage and analysis of measurement data. The rest of this section outlines
each of these in turn.

2.1 Reproducing experiments
Reproducing experiments is important for verifiability, for both the researcher,
and for independent reproduction by others. However, actually creating
reproducible experiments is challenging [2].
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Part of the reason for this is the complexity of coordinating different test
tools. Since many network benchmarking tools are single-purpose, running
different tools at the same time can be necessary when creating complex test
scenarios. Often, ad-hoc scripting is the tool of choice when combining test
tools, but that can be error-prone and tedious, and usually results in duplication
of effort between different test scenarios and deployments. The more ad-hoc
the test configuration and setup is, the harder it is to ensure reproducibility of
the tests.

2.2 Testbed configuration and test automation
Experiments often involve testbeds comprising several physical devices set
up to emulate the desired network topology and characteristics, and the
configuration of these devices must be managed. This includes correctly
configuring network interfaces, applying the algorithm(s) under test, etc.
Additionally, the configuration must be verifiable after the tests have run,
so that it is possible to certify that a data set corresponds to a particular
configuration.

This process can be error-prone, especially as the number of configuration
parameters that vary between test runs increase. In addition, configuration
can fail, either from human error or from (unchecked) failures in the configur-
ation process, so automation is important in both application and subsequent
collection.

Finally, being able to automatically run a test series, including applying
configuration between runs, significantly reduces the difficulty of experimental
work, and makes it practical to test a larger set of variables in a single setting.

2.3 Storing and analysing measurement data
As the number of experiments grows, storing the measurement data and
relating it to the right tested configuration becomes harder. This is exacerbated
by the previous issue of coordinating several benchmarking tools with possibly
different output formats. A standardised way is needed to manage these
different benchmarking tool outputs, and extracting the meaningful data
points for analysis.

In addition, gathering relevant metadata can be extremely helpful in verify-
ing the test setup and avoiding spurious errors from faulty configurations that
make the test data invalid.

3 How Flent helps
Flent is developed specifically to address the difficulties mentioned in the
previous section, while also being extensible to address other future use cases.
Flent is written in Python and can drive several other well-known network
benchmarking tools, most notably Netperf. This section describes how Flent
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seeks to address each of the challenges presented in the previous section. A
design diagram for Flent is available in the online documentation.29

3.1 Reproducing experiments
Flent works by running one or more tests, each defined by a configuration
file that specifies which benchmarking tools to run, leveraging well-known
tools such as Netperf and Iperf. Several tools can be run simultaneously, or in
series, and dependencies can be specified between them (e.g., run one tool once
another has finished). Each test defined in Flent has a name and a separate
configuration file. This greatly aids reproducibility, as the named tests are
available along with the source code, and can be referenced reliably across
different systems running Flent. The tests are quite versatile, since larger test
suites can be composed of the available named tests. This also allows Flent
to work well with other tools that manage tests: Anywhere there’s a Python
environment and the required underlying benchmarking tools, Flent can run.

When running a test, the output of each testing tool is parsed, and the
output data is stored in a common JSON-based format. This makes it easy
to create composite tests comprising several different tools, and afterwards
directly compare the data collected by the tools. A common example employed
in many of the tests included with Flent is running one or more instances of
Netperf to produce bulk flows, while simultaneously measuring the end-to-end
latency by means of the regular ping command.

3.2 Configuration and automation
Flent manages configuration of the test environment by including support
for running arbitrary scripts at the start and end of each test in a series. We
have found that in the small to medium-sized testbed environments targeted
by Flent, scripting is the most flexible choice for configuring nodes. To ensure
correctness, these scripts must run before each test invocation, and any failures
must be detected. To this end, the batch feature simply provides a facility to
run arbitrary commands before and after each test, and (optionally) abort
the test if any of the commands fail. Combined with the metadata gathered
by Flent at each test-run, this is an effective configuration management and
verification facility, without the need to include platform-specific configuration
code in Flent itself.

In addition, Flent has built-in batch run capabilities, making it possible to
specify a series of test runs to be run in sequence, while supporting inheritance
and recursive expansion of variables and config sections to facilitate configura-
tion reuse. By means of this facility, extensive test suites can be built from the
named tests.

29Flent (and its online documentation) is available at https://flent.org/.

https://flent.org/
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3.3 Storing and analysing measurement data
Flent automatically gathers metadata from the host running the test (and
optionally from remote hosts via SSH), and stores the metadata in the data
file along with the test data. This means that a single data file can capture
a complete test run and be easily transferred to another system for further
analysis. In addition, auxiliary data sets can be captured along with the main
data series, including queueing statistics from the Linux qdisc layer, socket
statistics reported by the operating system during the test, CPU usage, WiFi
rate statistics and more. As with the metadata, these auxiliary data sets can be
captured from both the local machine running the test, and from instrumented
remote devices such as intermediate routers.

Flent also contains an extensive analysis facility, which reads already pro-
duced test files and produces plots of the data. A graphical user interface
makes it easy to flip between plots of different test runs. Tests can define
detailed plots (such as the raw timeseries data of throughput during the test
run), as well as aggregate plot types (CDFs, box plots, etc), and it is possible to
show several test runs side by side, as well as to combine them into aggregate
plots. The interactive plotting feature makes for a powerful analysis tool in
the exploratory phases of experimental work. Additionally, the tool can also
produce final high-quality graphs for publication: The example plots in the
next section are all produced by Flent’s built-in plotting facilities.

Many plot types are supported, allowing exploration to be performed
directly from within Flent. Should this not be sufficient, it is also possible to
export the data to other formats: there’s a CSV export feature in Flent itself,
and the JSON data format is readily parsable by other tools.

4 Showcasing Flent: A look at the BBR conges-
tion control

In this section, we showcase the capabilities of Flent to effectively run ex-
periments, by evaluating the BBR congestion control algorithm [1] for TCP.
This algorithm was proposed recently, and has garnered significant interest
in the research community. BBR is designed to ensure high utilisation at all
bandwidths without inducing unnecessary queueing latency (also known as
bufferbloat). It does this by continuously estimating delivery rate and path
RTT and adjusting its sending bandwidth accordingly. Every eight roundtrips,
BBR will enter a one-RTT probing phase to probe for more bandwidth, fol-
lowed by a drain phase where sending bandwidth is temporarily lowered to
allow buffers to drain. BBR also employs packet pacing, where packets are
sent at a constant rate over the whole RTT, instead of being bursted out in
window-sized bursts as traditional TCP does.

We believe it is relevant to evaluate how BBR performs in the presence of
another technology that has been shown to be effective against bufferbloat:
Active Queue Management (AQM) algorithms installed at the bottleneck link.
Performing such an evaluation is exactly what Flent excels at, since it involves
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applying well-known testing methodology (bufferbloat tests) to a new scenario
(BBR).

To also showcase how we can perform the same tests in different environ-
ments and compare the results, we repeat out tests over the public internet. In
both evaluations, we compare the performance of BBR with the well-known
CUBIC congestion control. We focus on the application level goodput and
the end-to-end latency under load as our metrics of interest. In the testbed
experiments, we apply the two state of the art AQM algorithms CoDel [3] and
PIE [4], which both work by dropping packets before the queue fills up, to
signal TCP to slow down. We also apply the FQ-CoDel [5] hybrid AQM and
packet scheduling algorithm, which combines CoDel with a flow scheduler to
also provide flow isolation, fairness and low latency for sparse flows.

4.1 Experimental setup
For our testbed evaluation, we re-use the testbed from a previous study of
AQM algorithms [6]. The testbed consists of five nodes, connected as depicted
in Figure 1. All nodes are regular x86 PCs with Intel Core 2 CPUs and
Intel 82571EB network controllers, running Debian Jessie with a backported
Linux kernel version 4.11. We configure the bottleneck to be 10 Mbps and
the baseline RTT between client and server to be 50 ms. This emulates a
connection to a server on the internet over a residential internet connection.

Client Server

Ethernet Rate limited bottleneck

Bottleneck routerBottleneck router

Latency inducer

Figure 1: Testbed setup.

Flent runs at the node labelled ’Client’ and runs tests against the ’Server’
node. We run three different tests included in the Flent source distribution:
A TCP download test and a TCP upload test (each running one TCP flow
in the respective direction combined with a periodic ICMP Ping to measure
latency), and the Realtime Response Under Load (RRUL) test [7], which is
designed by the bufferbloat community as a stress test to show the presence of
bufferbloat. The latter test runs a total of eight simultaneous TCP flows (four
in each direction) while simultaneously measuring latency using both UDP
and ICMP packets.

For the test running over the public internet, we run the same suite of
tests, but between a test machine located at the University of Modena and
Reggio Emilia in Italy and another machine located at Karlstad University in
Sweden. The path characteristics between the two endpoints are unknown
before the experiment is conducted.
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We use the batch facility of Flent to repeat all tests 15 times (for the
internet tests) and 30 times (for the testbed tests). We use the interactive
plotting interface to explore individual test runs and point out interesting
features, and the aggregate plotting facilities to combine all the test runs
into meaningful metrics for the tested algorithms. Detailed instructions for
replicating the experiments are available online.30

4.2 Testbed results
In the testbed results, we first examine the behaviour of a single flow with a
FIFO queue, using the TCP upload test.31 We use Flent’s default timeseries
graph of throughput and ping latency over the duration of the test to get an
idea of how the two different congestion control algorithms work. These
graphs are shown in Figure 2. We clearly see how the latency increases to
around a full second when using CUBIC; and when the queue overflows we
see spikes in both latency and goodput as delivery of date to the application
first slows down, then catches up after packets have been retransmitted.

In contrast to this, BBR manages a level throughput and low latency for
most of the time, punctuated by spikes in latency every 10 seconds when the
algorithm probes for more bandwidth. This shows BBR working as intended
and preventing most of the bufferbloat on the bottleneck link from affecting
the application. This comes at only a small cost in bandwidth: BBR achieves
an average of 9.35 Mbps, while CUBIC achieves 9.55 Mbps.

Turning to the AQM algorithms, one feature of BBR’s behaviour is that
since it does not interpret loss as a sign of congestion, it is not being controlled
only by the AQM. This can be seen in the data in two ways: In the drop
behaviour of the AQMs, and in the relative performance of the different AQM
algorithms. The number of packets dropped by the CoDel AQM is seen in
Figure 3. This is captured from the bottleneck router by the auxiliary data
collection facility in Flent. From the figure, it is very clear that CoDel works
as intended for the CUBIC flow: After a small burst of drops during TCP
slow start (seen at top-left of the graph), CoDel tunes itself to a drop rate that
keeps CUBIC oscillating around the bottleneck bandwidth: around one drop
per two seconds in this case.

In contrast to this, for the BBR flow, CoDel keeps increasing the drop rate
in an attempt to get the queue under control, whenever BBR increases the rate
in the probe phase. This is seen in the crosses on the lower part of Figure 3
that look like they are aligned vertically above one another. Actually, these
are not completely vertical, but rather show a sharply increasing drop rate
over a very short time (this is barely visible in the figure, but can be clearly
seen when zooming in on the plot). Between the probe episodes, periods of
quiescence appear, where the AQM does not drop any packets.

30See https://www.cs.kau.se/tohojo/flent/.
31Since the bottleneck is symmetrical, the TCP download test shows identical behaviour in this

scenario.

https://www.cs.kau.se/tohojo/flent/
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Figure 2: Single flow and ping, FIFO queue. CUBIC (top) and BBR (bottom).
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Figure 3: Number of packets dropped by CoDel per measurement interval (0.2
seconds). CUBIC (top) and BBR (bottom).
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When looking at the latency distribution, it is clear that BBR is less
influenced by the AQM than CUBIC is. To show this, we turn to one of
the aggregate plots available in Flent. Figure 4 shows a CDF of the latency
measurements across all test repetitions for the CoDel and PIE AQMs for
both CUBIC and BBR. Consistent with earlier evaluations of the AQMs [6],
CoDel achieves lower delay than PIE, since it tends to drop more aggressively.
However, because this difference is more pronounced when using CUBIC (the
leftmost and rightmost lines), it means that the relative performance of BBR
and CUBIC is reversed depending on the AQM: With CoDel, the queueing
delay is lower when using CUBIC that when using BBR, while the reverse
is true for PIE. Another interesting feature is the shape of the tail of latency
measurements: For CUBIC, the AQMs have a few but quite high spikes of
latency at the 99th percentile. For BBR, these do not appear, but a thicker tail,
starting at the 80th percentile, of latency measurements up to 125 ms is clearly
visible.

The FQ-CoDel hybrid AQM/fairness queueing algorithm shows almost no
induced latency for either congestion control, consistent with earlier results.
This is not shown in Figure 4 as it would obscure the lines of the other
algorithms; however, the FQ-CoDel results are included for the RRUL test
considered next.
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Figure 4: Latency distributions with a single flow for the CoDel and PIE AQM
algorithms.

To evaluate a scenario with higher load on the link, the RRUL test is
an excellent tool. An overview of the aggregate behaviour for the different
combinations of AQMs and congestion control algorithms using the RRUL
test is shown in Figure 5.32 This plot is a so-called "ellipsis plot", which
is another of the plot types included in Flent.33 This plot is excellent for
summarising a lot of data in a compact representation. The latency axis is
flipped to make "better" values be up and to the right, to fit the intuition of

32The CUBIC FIFO case is omitted as that shows latency so high that it would squeeze the rest
of the figure to the point of making it illegible.

33The use of this type of graph has not been invented for Flent; it was pioneered for visualising
bandwidth/latency tradeoffs by Winstein in [8].
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laymen. The dots for each data series is the median values, while the ellipses
are 1-σ ellipses of the values on the two axes (so larger ellipses indicate higher
variance and the angle of the ellipsis shows the direction of covariance between
the variables).

From the figure, the same trends are visible as before: The behaviour of
BBR does not change significantly depending on the AQM. As the RRUL test
has a larger number of active flows, the latency induced by BBR is higher; and
so CUBIC induces less latency than BBR with both PIE and CoDel, but BBR
achieves slightly higher throughput. Finally, the superior performance of the
FQ-CoDel AQM is clearly visible.
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Figure 5: Ellipsis plot of throughput and latency for the RRUL test.

In summary, our testbed evaluation clearly shows several interesting fea-
tures of BBR: It achieves a significantly lower latency than CUBIC on a FIFO
queue, although the intermittent probing behaviour gives significant latency
spikes. In addition, the induced latency is higher when many flows are active,
and AQM algorithms do not impact the performance as much as they do for
CUBIC. However, the AQMs will sharply increase their drop rates in response
to BBRs probing behaviour. While this does not impact the behaviour of
BBR itself in this test, it has the potential to impact other flows sharing the
bottleneck negatively.

4.3 Public internet results
To test how BBR performs outside a controlled environment, we set out to
repeat out experiments "in the wild". Because the tests we performed are
built-in to Flent, repeating the tests was simply a matter of installing the
tool, transferring the configuration file for batch run to another machine, and
making a few adjustments (such as the target host for the tests). We performed
these repeated tests over the public internet between our two universities. The
path characteristics were not known in advance, but the test data allows us to
infer several things of interest, as we will see below.

The initial one-flow test is shown in Figure 6. BBR shows consistent
performance around 110Mbps of throughput, while CUBIC has an initial
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Figure 6: Initial test run over the internet. CUBIC (top) and BBR (bottom).

spike at around the same speed, but quickly becomes erratic and achieves low
overall throughput (20 Mbps mean throughput for CUBIC over the whole
test, 110 Mbps for BBR).

Since the CUBIC throughput decreases over a series of events, we hypothes-
ise that the bottleneck router is shallowly buffered, and other users sharing the
bottleneck causes our flow to experience a lot of packet drops. To confirm that
the drops in throughput correspond to window reduction events, we examine
the TCP congestion window data (as reported by the operating system and
captured as an auxiliary data series by Flent).

This is shown in Figure 7 for both the flow depicted above, and for another
flow from a separate test we conducted at night (where the network load
is likely to be lower, which should lead to fewer overflow-induced drops).
From this figure, we clearly see the characteristic CUBIC window increase and
decrease. We also see significantly better performance for the experiment con-
ducted at night (dashed line); the average throughput for this run is 115 Mbps,
on par with what BBR achieves. However, we still see several consecutive loss
events, which strengthens our shallow buffer hypothesis.

Next, we turn to the RRUL test. Figure 8 shows the aggregate results of
the whole test series for both BBR and CUBIC, and showcases the box plot
type also featured in Flent. We also added a third contender: CUBIC with
packet pacing (labelled "P. CUBIC" in the graph), to see how much of BBR’s
performance comes from pacing.
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Figure 8: Aggregate values for all RRUL tests over the internet. "P. CUBIC" is CUBIC
with packet pacing enabled.

From the figure, we see that having more than one active flow significantly
increases the total bandwidth available. We also see that pacing does indeed
help CUBIC achieve better throughput in one direction, while it is less con-
clusive in the other. In either case, BBR consistently performs significantly
better, keeping aggregate throughput steady for all tests, at a slight cost in
latency.

In summary, we have repeated our tests from the testbed over the public
internet, and confirmed several features of BBR. In particular, not treating
every drop as a sign of congestion allows BBR to achieve better performance in
the face of what appears to be a congested bottleneck link with shallow buffers,
although possibly to the detriment of competing flows. We have also shown
how to use the data gathered by Flent to infer properties of the bottleneck
link, such as the congestion levels at different times of day.
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5 Related work
The difficulties of properly constructing and performing experiments, and of
reporting accurately on the results of them are not limited to experiments
conducted on real hardware. For instance, Kurkowski et al [2] found that
many simulation studies in the MANET research community suffered from a
series of common errors, many of which are related to those discussed here
(e.g., lack of reproducibility and ambiguous initial configuration).

Turning to test tools, the TEACUP system [9] is a test automation frame-
work created specifically to test TCP implementations. It differs from Flent in
that its focus is on managing an entire testbed infrastructure. This means that
it has more features for configuration, but also makes more assumptions on
topology and the nature of the testbed than Flent does. Additionally, while
TEACUP offers graphing and analysis of test results, these are more limited,
and there is no interactive GUI to explore the data. Netesto [10] is closer in
function to Flent, but also focuses on orchestration of several nodes when
running a test, and supports fewer types of traffic.

D-ITG [11] is a traffic generation and test platform with an extensive list
of supported traffic profiles. It is geared towards running in a managed testbed
and emphasis is on remote management with a separate control network to
transfer logging data. As such, unlike Flent, D-ITG does not include facilities
to interoperate with other tools and does not offer integrated analysis and
plotting tools. Flent can use D-ITG as a benchmarking tool in test definitions.

TEMPEST [12] is a simulation framework that makes it possible to run
packet scheduling code from operating system kernels in a simulated environ-
ment and evaluate various performance metrics with an accessible graphical
user interface. As such, it shares the goal of Flent of making it easier to
evaluate real networking code, but takes the approach of porting the code to a
simulation environment instead of running experiments in a live environment.

Dummynet [13] and netem [14] are emulation modules that can be used
in a real network topology to emulate network features not available in the
physical hardware. Flent can be used to run experiments in topologies that
include emulated dummynet or netem links. Indeed, we use netem for the
purpose of adding latency to the bottleneck link in our own testbed.

Finally, several platforms are available for researchers to run their experi-
ments in extensive testbeds, either isolated or across the public internet [15–18].
Flent can be used to drive experiments on these platforms, further increasing
the ease of running experiments.

6 Conclusions and Future Work
We have presented Flent, a tool to facilitate experimental evaluations of net-
works, specifically designed to deal with commonly encountered issues with
running experiments. These issues include creating reproducible tests, storing
and analysing data, and test automation and configuration management. Flent
tackles each of these issues, and is flexible enough to be widely applicable.
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We have showcased Flent through an analysis of the BBR congestion
control algorithm, both in a controlled testbed with various active queue
management algorithms installed, and in an uncontrolled setting over the
public internet. This analysis has shown how BBR functions without reacting
to drops as a sign of congestion, and revealed several interesting consequences
of this behaviour.

Development of Flent is ongoing, and future plans include improving the
ability to run tests from the graphical user interface, as well as adding support
for more data sources and low-level test tools. This development is guided by
feedback from the online community as well as our own needs when running
experiments.
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The topic of this thesis is the performance of computer networks in 

general, and the internet in particular. While network performance  

has generally improved with time, over the last several years we have 

seen examples of performance barriers limiting network performance.  

In this work we explore such performance barriers and look for solutions.

Our exploration takes us through three areas where performance barriers 

are found: The bufferbloat phenomenon of excessive queueing latency, the 

performance anomaly in WiFi networks and related airtime resource sharing 

problems, and the problem of implementing high-speed programmable 

packet processing in an operating system. In each of these areas we present 

solutions that significantly advance the state of the art.

The work in this thesis spans all three aspects of the field of computing, 
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analysis of algorithms, engineer solutions to the problems we explore, 

and perform scientific studies of the network itself. All our solutions are 
implemented as open source software, including both contributions to the 

upstream Linux kernel, as well as the Flent test tool, developed to support 

the measurements performed in the rest of the thesis.


